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1. Claims

1.1 It should not be assumed that treatments are safe or effective – or that they are not.

1.2 Seemingly logical assumptions about research can be misleading.

1.3 Seemingly logical assumptions about treatments can be misleading.

1.4 Trust in a source alone can be misleading.

2. Comparisons

2.1 Comparisons of treatments should be fair.

2.2 Reviews of the effects of treatments should be fair.

2.3 Descriptions of effects should clearly reflect the size of the effects.

2.4 Descriptions of effects should clearly reflect the risk of being misled by the play of chance.

3. Choices

3.1 Evidence should be relevant.

3.2 Expected advantages should outweigh expected disadvantages.

Glossary
Introduction

There are endless claims about treatments in the mass media, advertisements, and everyday personal communication. Some are true and some are false. Many are unsubstantiated: we do not know whether they are true or false. Unsubstantiated claims about the effects of treatments often turn out to be wrong. Consequently, people who believe and act on these claims suffer unnecessarily and waste resources by doing things that do not help and might be harmful, and by not doing things that do help.

In response to these challenges, we developed the Informed Health Choices Key Concepts as the first step in the Informed Health Choices (IHC) project, an initiative supported by the Research Council of Norway [Informed Health Choices Group 2018]. The aim of the IHC project and ongoing work by the IHC Network is to help people make informed health choices.

In this document, we use the term “treatment” to include any intervention (action) intended to improve health, including preventive, therapeutic and rehabilitative interventions, and public health or health system interventions. Although we have developed and framed the Key Concepts to address treatment claims, people in other disciplines may find them relevant; for example, for assessing claims about the effects of educational interventions or environmental measures [Aronson 2019, Muller 2020]. Adaptations of the IHC Key Concepts for other disciplines can be found here.

The Informed Health Choices (IHC) Key Concepts

The concepts serve as the basis for developing learning resources to help people understand and apply the concepts when claims about the effects of treatments (and other interventions) are made, and when they make health choices [Chalmers 2018]. They are also the basis for an item bank of multiple-choice questions (the Claim Evaluation Tools item bank) that can be used for assessing people’s ability to apply the IHC Key Concepts [Austvoll-Dahlgren 2017 (RS)].

The IHC Key Concepts are principles for evaluating the trustworthiness of treatment claims, comparisons, and choices. The concepts can help people to:

1. Recognise when a claim about the effects of treatments has an untrustworthy basis
2. Recognise when evidence from comparisons of treatments is trustworthy and when it is not
3. Make well-informed choices about treatments

They can help anyone, not just researchers, to think critically about whether to believe a treatment claim and what to do. This is sometimes referred to as critical health literacy [Chinn 2011 (OR), Nutbeam 2000, Sørensen 2012, Sykes 2013 (RS)]. The Key Concepts are intended for people using research, not for doing research.

The concepts and the basis for the concepts tend to focus on ways in which claims and comparisons can be misleading, and choices can be misinformed. This is not because we underestimate the tremendous gains that have been made in health care based on appropriate use of research. Our aim is to promote healthy scepticism, not excessive scepticism, and to help people decide what to believe and what to do. How sure we can be about the effects of treatments varies, as does how sure we can be about the balance between the advantages and disadvantages of treatments. When teaching, learning, or using these concepts, it is important to bear this in mind. Nonetheless, many claims about the effects of treatments are not reliable.

The Covid-19 pandemic has highlighted both the importance of critical thinking about treatment claims and choices, and the value of fair comparisons of treatments and systematic reviews to inform decisions. The pandemic has been accompanied by an “infodemic” – too much information – including false or misleading information during a disease outbreak [Pian 2021 (SR)]. At the same time, the need for evidence to inform decisions has been addressed by thousands of randomized trials of vaccines and drug treatments that have
identified both effective and ineffective treatments – albeit few randomized trials of non-pharmacological interventions (BESSI) [Glasziou 2021]. Hundreds of systematic reviews have been rapidly conducted and reported to summarise the available evidence, but often with important limitations [Abbott 2021 (SR)].

This response to the pandemic has been inspiring, sometimes disappointing, and often frightening. It has been inspiring because of the rapid response and gains made by appropriate use of research. It has been disappointing because people sometimes have not used or benefited from this research and because of inadequate efforts to address important questions about non-pharmacological treatments. It has been frightening because of the sometimes overwhelming amount of misleading information and the impacts that has had on people’s lives. Broader understanding and application of the Key Concepts could help people to navigate the infodemic, to avoid being misled, and to capitalise on the benefits of fair comparisons of treatments and reliable systematic reviews.

How we developed this list of Key Concepts (Methods)

We started to develop this list of concepts in 2013. We developed the IHC Key Concepts by searching the literature and checklists written for the public, journalists, and health professionals; and by considering concepts related to assessing the certainty of evidence about the effects of treatments. The first version included 32 concepts in six groups [Austvoll-Dahlgren 2015 (RS)]. We revised the Key Concepts yearly between 2015 and 2019. The main changes were as follows:

- The 2016 version was revised to include 34 concepts organised in three groups [Austvoll-Dahlgren 2016].
- The 2017 version was revised to include 36 concepts [Austvoll-Dahlgren 2017].
- The 2018 version was revised to include 44 concepts [Oxman 2018].
- The 2019 version was revised to include 49 concepts, where we reorganised the concepts within each of the three main groups, and we added three subgroups to each of the three main groups [Oxman 2019].

A more detailed description of the methods that we have used can be found here: [Oxman 2019]. The changes that we made to the IHC Key Concepts were based on yearly review of feedback and suggestions we received, learning from using the IHC Key Concepts [Chalmers 2018, Oxman 2019 (RS)], adaptation of the IHC Key Concepts by other disciplines [Aronson 2019], and a systematic review of other relevant frameworks [Oxman 2020 (SR)]. We have used four criteria in deciding on changes to the list of concepts. New Key Concepts must:

- be within the scope of the IHC Key Concepts – standards for judgment, or principles for evaluating the trustworthiness of treatment claims and treatment comparisons (research) used to support claims, and to inform treatment choices,
- address ways in which treatment claims and comparisons are frequently misleading or ways in which poorly informed decisions are taken,
- be useful for people without a research background to use research, not just for researchers or for doing research, and
- overlap as little as possible with other Key Concepts

There is, perhaps inevitably, some overlap among the Key Concepts, although we have tried to minimise this. For example, the concepts about a lack of evidence, misinterpretation of p-values, and “statistical significance” are closely related (see Concepts 2.3d, 2.4c, and 2.4d). When relevant, we have included links from the basis for one concept to the basis for another concept to clarify these relationships.

We have received only a few suggestions since the 2019 version was published and did not publish a new version of the Key Concepts in 2020 or 2021. We have decided that the version presented here will be the
last revision made by us. This does not mean that this list of concepts cannot be further improved, but we will leave any further development of the IHC Key Concepts to others.

We have tried to include all concepts that are important for people to consider when they are assessing treatment claims and making health choices. We have tried to limit the number of concepts by minimising redundancy, and we have organised the concepts into three thematic groups (claims, comparisons, and choices). The concepts are not organised based on how complex or difficult they are to understand and apply, or in an order in which they should be learned.

We have written the concepts and explanations in plain language. We have also included a glossary with plain language definitions and explanations of some health research terms that we have used. Even so, some of the concepts presented may be unfamiliar and difficult to understand. The list is not designed as a teaching tool, and it is not intended to be read from beginning to end. It is a framework, or starting point, for teachers, journalists, and other intermediaries between people and health research to identify and develop resources (such as longer explanations, examples, games and interactive applications) to help people understand and apply the concepts.

The basis for each concept

In this update, we started with the explanations and implications from the 2019 version of the IHC Key Concepts [Oxman 2019]. For each concept, we have provided one or more examples to illustrate each explanation, and the basis for each concept, drawing on relevant research that informed the development of the IHC Key Concepts.

Whenever possible, we have referenced systematic reviews that provide a basis for a concept (see Concept 2.2a). We started with reviews with which we were familiar, including some that we had co-authored. Additional systematic reviews were identified by searching and screening the following sources:

- All Cochrane methodology reviews [Clarke 2008] (n = 36, on 29 June 2021)
- Epistemonikos using the terms “methodology review” OR “meta-epidemiological” in the title or abstract (n = 161, on 11 October 2021)
- PubMed using the terms “methodology review” OR “meta-epidemiological” (n = 193, on 11 October 2021)
- Google Scholar using the terms “methodology review” OR “meta-epidemiological” in the title, restricted to “Review articles” (n = 370, on 11 October 2021)

In addition, we searched Epistemonikos, PubMed, and Google Scholar for systematic reviews that support the explanation for each concept using key terms from the explanation or related terms.

The basis for each concept is presented logically and coherently rather than as a list of systematic reviews. We also have referenced some other reviews (that do not describe the methods that were used to prepare them), research studies, and other references. To clarify the nature of the evidence that we reference, we have used the codes below to categorise and label references as systematic reviews, other reviews of research studies, and research studies. Other references are not labelled. We have grouped the references in those four categories after the Implications for each concept.

(SR) Systematic reviews, including systematic reviews of methodological studies and overviews of reviews, such as Cochrane methodology reviews (e.g., [Vist 2008 [SR]]), methodological studies based on a systematic review of research (“meta-epidemiological” studies) (e.g., [Ioannidis 2005 [SR], Nagendran 2016 [SR]], and systematic reviews of treatment effects (e.g., [Gilbert 2005 [SR]]). We categorised as systematic reviews any review of research that included a methods section that described the search strategy for finding studies and selection criteria.
Other reviews of research studies that address a specific question or topic and did not describe the methods that were used (e.g., [Aronson 2020 (OR), Chinn 2011 (OR)]).

Research studies (e.g., [Austvoll-Dahlgren 2015 (RS), Frosch 2007 (RS), Sykes 2013 (RS)]). We categorised as research studies any study that had a methods section describing how data were collected and analysed.

Other publications without a methods section do not have a code. This includes commentaries (e.g., [Aronson 2019, Berndt 2005]), guides (e.g., [Guyatt 2011a]), analyses (e.g., [Glasziou 2007]), and books (e.g., [Baron 2008]).

Evidence and other references that provide the basis for each concept are referenced under the heading “Basis”. Only references for the examples that are used in the explanation are referenced under the heading “Explanation”.

One of us (AO) drafted the text, searched for, screened, and categorised the references. The other two (AD and IC) reviewed the text and references. All three agreed on the final version.

Organisation of the concepts
The current version includes the same concepts as the 2019 version. We have incorporated some suggestions in the explanations for a few concepts. We have also reorganised the concepts into four subgroups (high-level concepts) within each of the first two main groups (claims and comparisons) and into two subgroups within the third main group (choices) (Table 1).

We did this to make the organisation of the concepts more logical and the long list of concepts in some of the subgroups less overwhelming. The subgroups provide a more transparent logic for organising the concepts in each of the three main groups. The 10 high-level concepts also make it easier to get the gist of the concepts and makes the list for some of the subgroups less overwhelming and easier to remember. Table 2 is an overview of the 49 concepts in the three main groups and 10 subgroups.

Table 1. Ten high-level concepts within three main groups

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Claims about effects that are not supported by evidence from fair comparisons are not necessarily wrong, but there is an insufficient basis for believing them.</td>
<td>Studies should make fair comparisons, designed to minimise the risk of systematic errors (biases) and random errors (the play of chance).</td>
<td>What to do depends on judgements about a problem, the relevance of the available evidence, and the balance of expected benefits, harms, and costs.</td>
</tr>
<tr>
<td>1.1 Assumptions that treatments are safe or effective can be misleading.</td>
<td>2.1 Comparisons of treatments should be fair.</td>
<td>3.1 Evidence should be relevant.</td>
</tr>
<tr>
<td>1.2 Seemingly logical assumptions about research can be misleading.</td>
<td>2.2 Reviews of the effects of treatments should be fair.</td>
<td>3.2 Expected advantages should outweigh expected disadvantages.</td>
</tr>
<tr>
<td>1.3 Seemingly logical assumptions about treatments can be misleading.</td>
<td>2.3 Descriptions of effects should clearly reflect the size of the effects.</td>
<td></td>
</tr>
<tr>
<td>1.4 Trust based on the source of a claim alone can be misleading.</td>
<td>2.4 Descriptions of effects should reflect the risk of being misled by the play of chance.</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Overview of the IHC Key Concepts

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Claims</strong></td>
<td><strong>Comparisons</strong></td>
<td><strong>Evidence should be relevant.</strong></td>
</tr>
<tr>
<td>Claims about effects that are not supported by evidence from fair comparisons are not necessarily wrong, but there is an insufficient basis for believing them.</td>
<td>To identify treatment effects, studies should make fair comparisons, designed to minimise the risk of systematic errors (biases) and random errors (the play of chance).</td>
<td>What to do depends on judgements about a problem, the relevance of the available evidence, and the balance of expected benefits, harms, and costs.</td>
</tr>
</tbody>
</table>

**1.1 Assumptions that treatments are safe or effective can be misleading.**

<table>
<thead>
<tr>
<th>1.1 Assumptions that treatments are safe or effective can be misleading.</th>
</tr>
</thead>
</table>
| Do not assume that  
| a) treatments are safe,  
| b) treatments have large, dramatic effects,  
| c) treatment effects are certain,  
| d) it is possible to know who will benefit and who will be harmed, or  
| e) comparisons are not needed. |

**1.2 Seemingly logical assumptions about research can be misleading.**

<table>
<thead>
<tr>
<th>1.2 Seemingly logical assumptions about research can be misleading.</th>
</tr>
</thead>
</table>
| Do not assume that  
| a) a plausible explanation is sufficient,  
| b) association is the same as causation,  
| c) more data is better data,  
| d) a single study is sufficient, or  
| e) fair comparisons are not applicable in practice. |

**1.3 Seemingly logical assumptions about treatments can be misleading.**

<table>
<thead>
<tr>
<th>1.3 Seemingly logical assumptions about treatments can be misleading.</th>
</tr>
</thead>
</table>
| Do not assume that  
| a) treatment is needed,  
| b) more treatment is better,  
| c) a treatment is helpful or safe based on how widely used it is or has been,  
| d) a treatment is better based on how new or technologically impressive it is, or  
| e) earlier detection of ‘disease’ is better. |

**1.4 Trust based on the source of a claim alone can be misleading.**

<table>
<thead>
<tr>
<th>1.4 Trust based on the source of a claim alone can be misleading.</th>
</tr>
</thead>
</table>
| Do not assume that  
| a) personal experiences alone are sufficient,  
| b) your beliefs are correct,  
| c) opinions alone are sufficient,  
| d) peer review and publication is sufficient, or  
| e) there are no competing interests. |

**2.1 Comparisons of treatments should be fair.**

<table>
<thead>
<tr>
<th>2.1 Comparisons of treatments should be fair.</th>
</tr>
</thead>
</table>
| Consider whether  
| a) the people being compared were similar,  
| b) the people being compared were cared for similarly,  
| c) the people being compared knew which treatments they received,  
| d) outcomes were assessed similarly in the people being compared,  
| e) outcomes were assessed reliably,  
| f) outcomes were assessed in all (or nearly all) the people being compared, and  
| g) people’s outcomes were analysed in the group to which they were allocated. |

**2.2 Reviews of the effects of treatments should be fair.**

<table>
<thead>
<tr>
<th>2.2 Reviews of the effects of treatments should be fair.</th>
</tr>
</thead>
</table>
| Consider whether  
| a) systematic methods were used,  
| b) unpublished results were considered,  
| c) treatments were compared across studies, and  
| d) important assumptions were tested. |

**2.3 Descriptions of effects should clearly reflect the size of the effects.**

<table>
<thead>
<tr>
<th>2.3 Descriptions of effects should clearly reflect the size of the effects.</th>
</tr>
</thead>
</table>
| Be cautious of  
| a) verbal descriptions alone of the size of effects,  
| b) relative effects of treatments alone,  
| c) average differences between treatments, and  
| d) lack of evidence being interpreted as evidence of “no difference”. |

**2.4 Descriptions of effects should reflect the risk of being misled by the play of chance.**

<table>
<thead>
<tr>
<th>2.4 Descriptions of effects should reflect the risk of being misled by the play of chance.</th>
</tr>
</thead>
</table>
| Be cautious of  
| a) small studies,  
| b) results for a selected group of people within a study,  
| c) p-values, and  
| d) results reported as “statistically significant” or “non-significant”. |

**3.1 Evidence should be relevant.**

<table>
<thead>
<tr>
<th>3.1 Evidence should be relevant.</th>
</tr>
</thead>
</table>
| a) Be clear about what the problem or goal is and what the options are.  
| b) Consider the relevance of  
| c) fair comparisons in laboratories, animals, or highly selected people,  
| d) the treatments that were compared, and  
| e) the circumstances in which the treatments were compared. |

**3.2 Expected advantages should outweigh expected disadvantages.**

<table>
<thead>
<tr>
<th>3.2 Expected advantages should outweigh expected disadvantages.</th>
</tr>
</thead>
</table>
| a) Weigh the benefits and savings against the harms and costs of acting or not.  
| b) Consider  
| c) how important each advantage and disadvantage is when weighing the pros and cons,  
| d) how certain you can be about each advantage and disadvantage, and  
| e) the need for further fair comparisons. |
Competences and dispositions

In 2018, in addition to modifying the Key Concepts, we added lists of competences (required skills, knowledge, or capacity to do something) and dispositions (frequent and voluntary habits of thinking and doing) for thinking critically about treatments. The competences needed to achieve that goal (Table 3) and the dispositions (Table 4) are unchanged from the 2019 version.

Table 3. Goals, Competences and Dispositions for Informed Health Choices

<table>
<thead>
<tr>
<th>Goal</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>To enable people to make good decisions* about which claims to believe about the effects of things they can do for their health, the health of others or for other reasons, and about what to do to achieve their goals.</td>
<td></td>
</tr>
</tbody>
</table>

Competences

To achieve this goal, people should be able to:

1) **Recognise when a claim has an untrustworthy basis by**
   - a) recognising claims about the effects of treatments
   - b) questioning the basis for treatment claims
   - c) thinking carefully about treatment claims before believing them
   - d) recognising when a treatment claim is relevant and important, and warrants reflection

2) **Recognise when evidence used to support a treatment claim is trustworthy or untrustworthy by**
   - a) recognising the assumptions, evidence, and reasoning used to support treatment claims
   - b) recognising fair and unfair treatment comparisons
   - c) recognising reliable and unreliable summaries of treatment comparisons
   - d) recognising important assumptions in summaries of treatment comparisons
   - e) recognising misleading ways of presenting treatment effects
   - f) understanding how systematic errors (the risk of bias), random errors (the play of chance), and the relevance (applicability) of treatment comparisons can affect the degree of confidence in estimates of treatment effects
   - g) understanding the extent to which evidence does or does not support a treatment claim

3) **Make well-informed decisions about treatments by**
   - a) being aware of cognitive biases when making decisions
   - b) clarifying and understanding the problem, options, and goals when making a decision
   - c) recognising when decisions have irreversible consequences
   - d) judging the relevance of evidence used to inform decisions about treatments
   - e) weighing the advantages and disadvantages of treatments, considering the size of treatment effects, how important each outcome is, the costs, and the certainty of the evidence
   - f) communicating with others about the advantages and disadvantages of treatments

4) **Reflect on their competences and dispositions by**
   - a) monitoring how they decide which treatment claims to believe and what to do
   - b) monitoring how they adjust the processes they use to decide what to believe and do to fit the relevance, importance, and nature of different types of treatment claims and choices
   - c) being aware of when they are making treatment claims themselves

* A good decision is one that makes effective use of the information available to the decision maker at the time the decision is made. A good outcome is one that the decision maker likes. The aim of thinking critically about treatments is to increase the probability of good outcomes (and true conclusions), but many other factors affect outcomes aside from critical thinking [Baron 2008].
Table 4. Dispositions

<table>
<thead>
<tr>
<th>People should be in the habit of thinking critically about:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. <strong>Claims, by</strong></td>
</tr>
<tr>
<td>a) being aware of treatment claims (including those they make themselves) and choices</td>
</tr>
<tr>
<td>b) questioning the basis for treatment claims</td>
</tr>
<tr>
<td>c) being aware of cognitive biases and going from fast to slow thinking before forming an opinion about a treatment claim, making a claim, or taking a decision</td>
</tr>
<tr>
<td>d) seeking evidence to reduce uncertainty when considering a relevant and important treatment claim or decision</td>
</tr>
<tr>
<td>2. <strong>Evidence used to support claims, by</strong></td>
</tr>
<tr>
<td>a) questioning the trustworthiness of evidence used to support treatment claims</td>
</tr>
<tr>
<td>b) being alert to misleading presentations of treatment effects</td>
</tr>
<tr>
<td>c) acknowledging and accepting uncertainty about the effects of treatments</td>
</tr>
<tr>
<td>d) being willing to admit errors and modify judgements when warranted by evidence or a lack of evidence</td>
</tr>
<tr>
<td>3. <strong>Choices, by</strong></td>
</tr>
<tr>
<td>a) clarifying and understanding the problem, options, and goals when making decisions about treatments</td>
</tr>
<tr>
<td>b) preferring evidence-based sources of information about treatment effects</td>
</tr>
<tr>
<td>c) considering the relevance of the evidence used to inform decisions about treatments</td>
</tr>
<tr>
<td>d) considering effect estimates, baseline risk, the importance of each advantage and disadvantage, the costs, and the certainty of the evidence when making decisions about treatments</td>
</tr>
<tr>
<td>e) making informed judgements about the certainty of estimates of treatment effects</td>
</tr>
<tr>
<td>f) making well-informed decisions</td>
</tr>
<tr>
<td>g) Being aware of how people decide which treatment claims to believe and what to do</td>
</tr>
<tr>
<td>4. <strong>People’s own thinking, by</strong></td>
</tr>
<tr>
<td>a) Being aware of how people decide which treatment claims to believe and what to do</td>
</tr>
</tbody>
</table>
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Explanations, illustrative examples, bases, implications, and references

1. Claims

Claims about treatment effects that are not supported by evidence from fair comparisons are not necessarily wrong, but there is an insufficient basis for believing them.

1.1 It should not be assumed that treatments are safe or effective – or that they are not.

1.1a Do not assume that treatments are safe.

Explanation

People often exaggerate the benefits of treatments and ignore or downplay potential harms. However, few effective treatments are 100% safe. Similarly, people in need or desperation hope that treatments will work, and they may ignore potential harms – especially when reliable evidence of treatment effects is lacking. As a result, they may waste time, money, or both on treatments that have never been shown to be useful and may cause harm. The harm that is caused may be minor, but treatments also sometimes cause serious, irreversible harms, including death.

Even simple advice can sometimes cause serious harm. For example, in many countries, parents and health professionals were led to believe that babies should be put to sleep on their tummies, so that they would not choke if they puked. However, researchers looking into possible causes of unexplained deaths during infancy found that babies who had died were more likely to have been put to sleep on their tummies than babies who had survived infancy. Three times as many babies died suddenly and unexpectedly if they had been put to sleep on their tummies. Earlier recognition of the risks of putting babies to sleep on their tummies might have prevented over 10,000 infant deaths in the UK and at least 50,000 in Europe, the USA, and Australasia [Gilbert 2005 (SR)].

Basis for this concept

Both patients and health professionals tend to overestimate the benefits and underestimate harms of treatments [Hoffmann 2015 (SR), Hoffmann 2017 (SR), Rejas Bueno 2022 (RS)].

Most people are aware that surgery and medicines can have unwanted (adverse) effects as well as beneficial effects. Adverse (side) effects include everything from mild symptoms, like nausea, to serious effects, like heart attacks. Even new “me too” medicines that are very similar to other medicines known to be effective and acceptably safe can turn out to have unexpected, serious side effects [Aronson 2020 (OR)]. Herbal remedies, too, can have adverse side effects [Lee 2016 (SR)].
Studies that show benefits, especially large benefits, are more likely to be noticed than studies that do not show smaller benefits, get less attention, while ignoring other findings. Press releases are often designed to attract favourable media attention and news reports of studies do the same. Most news reports about treatments mention at least one benefit, but less than half mention or adequately discuss harms.

Harms are often poorly reported in treatment evaluations, as well as in news reports. Advertisements are used to promote purchase of treatments. Even when advertisements are regulated, they emphasise benefits while information about potential harms is provided in fine print. Public health authorities, health services, and governments, whilst acting with good intentions, also sometimes emphasise potential benefits while ignoring or downplaying potential harms of behaviours that they believe to be beneficial, such as participating in screening programmes.

**Implications**
Always consider the possibility that a treatment may have harmful effects.

**References**

**Systematic reviews**

- Serra-Garcia M, Gneezy U. Nonreplicable publications are cited more than replicable ones. Sci Adv. 2021;7(21):eabd1705. [https://advances.sciencemag.org/content/advances/7/21/eabd1705.full.pdf](https://advances.sciencemag.org/content/advances/7/21/eabd1705.full.pdf)

**Other reviews**

Research studies


Other references


McCartney M. Selling health to the public. BMJ. 2010;341:c6639. https://doi.org/10.1136/bmj.c6639
1.1b Do not assume that treatments have large, dramatic effects.

Explanation

Large effects (where everyone or nearly everyone who is treated experiences a benefit or a harm) are easy to detect without fair comparisons. However, few treatments have effects that are so large that fair comparisons (designed to minimise the risk of being misled by systematic errors or the play of chance) are not needed. Treatments that do not have large, dramatic effects may be helpful, but fair comparisons are needed to determine how safe and helpful they are.

Some treatments have obvious effects. For example, if someone is bleeding and losing lots of blood, it is obvious that it is a good idea to stop the bleeding. However, most effective treatments do not have such obvious effects. For example, any effects of exercise or changes in diet on heart disease or cancer may occur only after many years. Some medicines and medical procedures have immediate and obvious effects, such as giving adrenaline to someone with a severe allergic reaction; transfusing blood to someone who has lost a lot of blood; or draining pus from a painful abscess. However, like changes in exercise or diet, any effects of most medicines and medical procedures do not have such easily observed or experienced effects by everyone who receives the medicine or procedure. This includes common medications used to prevent heart disease or strokes, such as medicines for high blood pressure or high cholesterol, which help some people but not everyone who takes them [Leucht 2015 (SR)]. It also includes treatments for cancer and pain, and complementary and alternative medicines, such as herbal remedies, public health measures (such as closing schools to reduce the spread of Covid-19), and changes in the ways healthcare is delivered or financed.

Basis for this concept

It has been suggested that carefully designed evaluations are not needed when the size of the treatment effect (the signal) is more than 10 times larger than the noise (what happens to people without treatment) [Glasziou 2007]. However, an analysis of drugs licensed despite a lack of evidence from randomized trials has suggested that it is not possible to identify a threshold above which beneficial effects are “dramatic”, and that carefully designed evaluations are therefore not needed [Hozo 2022 (RS)]. Other factors need to be considered when deciding whether carefully designed evaluations are needed. Nonetheless, very large effects (more than ten-fold improvement or a 90% reduction in a bad outcome) are very uncommon. Even effects that are large, but not that large (a two-fold improvement or a 50% reduction in a bad outcome) are uncommon, and most of the time are found to be much smaller when assessed in subsequent evaluations [Nagendran 2016 (SR), Oxman 2012a, Pereira 2012 (SR)].

Implications

Claims of large treatment effects are likely to be wrong. Expect treatments to have moderate, small, or trivial effects (wanted or unwanted), rather than dramatic effects. If estimates of treatment effects are not based on systematic reviews of fair comparisons of treatments, be sceptical about claims of small or moderate effects of treatments.
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1.1c Do not assume that treatment effects are certain.

**Explanation**

Fair comparisons of treatments can provide a basis for confidence about the probability of beneficial and harmful effects of treatments. However, it is rarely, if ever, possible to be 100% certain about the size of treatment effects, or to predict exactly what will happen if a treatment is used. This is especially true for treatments that are intended to prevent adverse effects happening a long time in the future. Fair comparisons of such treatments are difficult because they entail following people up for a very long time and it is rarely possible to ensure that people adhere to the advice they are given. Consequently, claims about the effects of such treatments are often based on associations and belief in explanations of how the treatments work. Some people argue that there should be different standards for judgements about the trustworthiness of claims when fair comparisons are difficult. However, it can be lethal not to acknowledge and reduce important uncertainties, even when there is limited potential for doing so. It is also important to recognise that certainty about treatment effects can change as new information becomes available. This is especially true for new problems and treatments, such as treatments for Covid-19.

For example, at the start of the Covid-19 pandemic, little was known about the effects of measures to control it. However, in less than a year, over 2000 randomized trials were registered [Dillman 2020 (SR)]. Dexamethasone – an inexpensive and widely used medicine – was shown to reduce mortality among patients with severe Covid-19 disease [Sterne 2020 (SR)]. On the other hand, no evidence was found to justify the use of another inexpensive and widely used medicine – hydroxychloroquine – and it was found to have harmful effects [Singh 2021 (SR)]. At the same time, there have been very few reports of fair comparisons of measures to reduce the spread of Covid-19 (such as closing schools), and major uncertainties exist about the effects – wanted and unwanted – of these measures [Haber 2021 (SR)].

**Basis for this concept**

Grading of Recommendations, Assessment, Development and Evaluations (GRADE) is a widely-used approach to making systematic and transparent judgements about the certainty of evidence and the strength of recommendations [Alonso-Coello 2016, Guyatt 2011a, Guyatt 2008b]. UpToDate, a widely used electronic medical textbook, contains over 9,400 recommendations made using the GRADE approach [Agoritsas 2017 (RS)]. Half (50%) of those recommendations were based on low-certainty evidence, 40% on moderate-certainty evidence, and only 10% on high-certainty evidence [Agoritsas 2017 (RS)]. At least 16 other studies have assessed the availability of reliable evidence for decisions made by doctors in general practice and various specialties. The approach used to assess the certainty of the evidence in those 16 studies was less rigorous. It was found that there is “high quality” evidence for between 11% and 80% of common decisions made by doctors and patients in different specialties (median 48%) and “no substantial evidence” for between 2% and 53% of common decisions (median 19%) [Jamtvedt 2015 (OR)].

Although the overall quality of evidence for complementary and alternative medicine is improving [Bloom 2000 (SR)], the certainty of the evidence for most complementary and alternative treatments is low [Cao 2015 (SR), Haller 2019 (SR), Houzé 2017 (SR), Hunt 2011 (SR), Meyer 2013 (SR), Millstine 2017 (OR)]. The certainty of the evidence for most health system decisions is also low [Ciapponi 2017 (SR), Herrera 2017 (SR), Pantoja 2017 (SR), Wiysonge 2017 (SR)].

**Implications**

It is important to recognise that there is some uncertainty about the effects of all treatments, and that there is likely to be more uncertainty about some types of treatments. Choices are still required but it is preferable to acknowledge, accept, and take account of uncertainty than to deny it and make misinformed and potentially dangerous decisions.
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1.1d Do not assume that it is possible to know who will benefit and who will be harmed.

Explanation

For some kinds of health problems, fair treatment comparisons can be made by giving different treatments to a patient at different times, and then comparing the outcomes associated with each of the different treatment periods. These are called n-of-1 trials because they compare the effects of alternative treatments in one patient [Guyatt 1990 (SR)]. For example, n-of-1 trials have compared paracetamol to non-steroidal anti-inflammatory drugs (NSAIDs) in patients with osteoarthritis of the hip or knee [Wegman 2003 (RS)]. The results varied across patients. Most uncertainties about the effects of treatments cannot be compared in this way, however. For example, this person-specific approach cannot usually be used to compare a surgical treatment with a drug treatment.

Most treatment comparisons involve comparing similar groups of patients assigned to one among alternative treatments. Fair comparisons of treatments usually tell us what happened, on average, in groups of similar people. Usually, in a group of people who have used a treatment, some people benefit, some do not, and some may even be harmed. For example, the proportion of people who benefit from common pharmacological treatments varies from 1.5% – for aspirin to prevent serious vascular events (myocardial infarction, stroke, or vascular death) in people at high risk – to 58% – for proton pump inhibitors for relief of reflux oesophagitis [Leucht 2015 (SR)]. It is rarely possible to know in advance who will benefit from which treatment among alternatives, who will not benefit, or who will be harmed. Paradoxically, the only way to know whether “personalised medicine” – customising treatment for individuals – works is to test it in fair comparisons. Unless the customisation is 100% effective and 100% safe, it is still not possible to know in advance who will benefit from “personalised care” and who will not. Beyond n-of-1 trials, “personalised medicine” is not really personalised; it is simply an effort to identify subgroups of people who are most likely to benefit from specific treatments.

For example, HER2-positive breast cancer is when breast cancer cells have a protein receptor called HER2 (human epidermal growth factor receptor 2). About 20% of breast cancers are HER2-positive. Trastuzumab (Herceptin) and other monoclonal antibodies that block HER2 receptors to keep cancer cells from growing are used to treat HER2-positive breast cancer. So, those medicines are given to women with HER2-positive breast cancer and not to other women with breast cancer. However, not all women with HER2-positive breast cancer benefit from the medicine and some will experience serious harmful effects, such as congestive heart failure (CHF). For example, for women with breast cancer detected at an early stage who have a moderate risk of cancer recurrence or death in the next three years (30%) and a moderate risk of CHF (2%), only about 10% more women who take the medicine will benefit (experience disease-free survival) and about 8% more will be harmed (experience CHF) [Moja 2012 (SR)]. It is not possible to predict which among those women will benefit and which will be harmed.

Basis for this concept

“Personalised medicine” and “precision medicine” are sometimes used interchangeably. “Personalised medicine” is an older term. However, “personalised” may be misinterpreted to imply that treatments are developed uniquely for each individual [National Research Council 2011]. Although definitions of personalised and precision medicine vary, the aim is to improve decisions about treatments by using biological information and biomarkers to identify more precisely which (subgroups of) patients will benefit or which will be harmed by a treatment [National Research Council 2011, Schleidgen 2013 (SR)]. This has the potential to increase the proportion of patients who benefit from a treatment or reduce the proportion who are harmed. Treatments very rarely have the same effect on everyone [Glasziou 2007, Leucht 2015 (SR)].

It will not be possible in the foreseeable future to know which individuals will benefit or which will be harmed within subgroups.

Observational, non-randomized studies, such as genetic association studies, can be used to develop hypotheses about new and clinically useful ways to group patients who may respond differently to a treatment. However, there are many ways to classify patients, and only some are useful. Moreover, most reported genetic associations, which could potentially be used to group people, are not reliable [Dolan 2010 (SR), Ioannidis 2009 (SR), Köhler 2018 (SR), Nair 2012 (SR), Richards 2009 (SR), Serghiou 2016 (SR), Staines-Urias 2012 (SR), Trifiletti 2017 (SR)]. Therefore, the usefulness of grouping people based on genetic associations, or other factors, needs to be evaluated using randomized trials [National Research Council 2011].

Personalised medicine has been portrayed as a revolution in health care [Marcon 2018 (SR)]. However, there is much uncertainty about the usefulness of most personalised medicine technologies [Holmes 2009 (SR), Kasztura 2019 (SR), Plöthner 2016 (SR)].

Implications

Fair treatment comparisons provide the best basis for making well-informed decisions about treatments, but there is almost always some uncertainty about who will benefit, who will not, and who will be harmed.
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1.1e Do not assume that comparisons are not needed.

Explanation

Unless a treatment is compared to something else, it is not possible to know what would happen without the treatment. This makes it difficult to attribute outcomes to the treatment. Whenever comparative terms are used to describe a treatment – for example, “faster relief” or “better” – ask “compared to what?”. Sometimes people argue that a fair treatment comparison is impossible because the treatment is ‘holistic’, ‘individualised’, or ‘complex’. However, as with any other treatment, claims about the effects of such treatments depend on the results of comparing them with one or more alternatives. How trustworthy those claims are depends on how fair the comparisons are.

For example, a television commentator in the U.S. reported that “Between late-December of 2020 and last month [April 2021], a total of 3,362 people apparently died after getting the Covid vaccine in the United States.” He exclaimed: “That is an average of roughly 30 people every day,” and he went on to suggest that the vaccine was killing people [Qiu 2021]. There are many problems with that claim, including the lack of a comparison – how many similar people who had not been vaccinated died or would have been expected to die? Given that over 250 million doses of Covid-19 vaccines had been administered at that time [CDC 2021], and that old people and others with a high chance of dying were prioritised for vaccination, it would be surprising if some of those people did not die after receiving the vaccine. That does not mean the vaccine caused them to die. The U.S. Centers for Disease Control and Prevention (CDC) reported that there were 17 reported deaths per million vaccinated people (up to May 17, 2021) [CDC 2021]. The proportion of Americans who died from any cause in 2019 was 8,697 per million [CDC 2020]. That corresponds to an average of 7,821 people dying every day. Most of them probably drank some water before dying. So, you could say that 1000s of Americans apparently died every day after drinking water. That does not mean that drinking water caused them to die.

Basis for this concept

Descriptive studies, such as case reports and case series, do not include a comparison group. They can provide clues about causation that warrant further investigation, but they rarely provide a reliable basis for drawing conclusions about treatment effects [Dalziel 2005 (SR), Grimes 2002].

Even when people make a claim about the effects of a treatment without saying what it has been compared with, there is nevertheless an implied comparison; there is an assumption about what would have happened without the treatment. Often, the implied comparison is how things were before the treatment. For example, people were alive before being vaccinated and dead after being vaccinated. The problem with such before-after comparisons is that we can only rarely be certain about what would have happened without the treatment [Glasziou 2007]. Before-after studies are simple, easy to conduct, and common, but there is a high risk that they will suggest treatment effects that differ from actual effects [Ho 2018 (SR)]. One type of before-after study uses “historical controls”. These studies compare people who received a new treatment with people treated in the past. In comparing the results of studies using historical controls to the results of studies using random controls (randomized trials) of the same treatments, 44 of 56 historical control studies (79%) found the treatment of interest better than the comparison treatment, but only 10 of 50 randomized trials (20%) yielded similar findings [Sacks 1982 (SR)].

Implications

Always ask which comparisons provide the basis for claims about the effects of treatments. Claims that are not based on fair comparisons are not reliable.
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1.2 Seemingly logical assumptions about research can be misleading.

1.2a Do not assume that a plausible explanation of how or why a treatment might work is a sufficient basis for a claim about treatment effects.

Explanation

Treatments that should work in theory often do not work in practice, or may turn out to be harmful. A plausible explanation of how or why a treatment might work does not prove that it actually does work, or that it is safe. For example, cutting someone to make them bleed (bloodletting) used to be a common treatment for lots of problems. People believed it would rid the body of “bad humours”, which is what they thought made people sick. But bloodletting did not help. It even killed people, including George Washington, the first president of the United States [Morens 1999]. His doctors drained 40% of his blood to treat a sore throat!

A more recent theory was that operating on blocked tubes (arteries) that carry blood to the brain would stop damage to the brain (strokes). That makes sense, but when that theory was tested in a fair comparison, researchers found not only that it did not help, but that some people died from the surgery [Powers 2011 (RS)].

Even if there is plausible evidence that a treatment works in ways likely to be beneficial, the size of any such treatment effect, and its safety, cannot be predicted. For example, most drugs in a class of heart medicines called beta-blockers have beneficial effects in reducing recurrence of heart attacks; but two drugs in the class – pronethalol and practolol – were taken off the market because of unanticipated side effects [Furberg 1999]. Similarly, it cannot be assumed that a treatment works or does not work based on the type of treatment. For example, it cannot be assumed that all complementary medicines or that all modern medicines do or do not work, or that all vaccines do or do not work. On the other hand, not understanding how a treatment works does not mean that it does not work.

Basis for this concept

Protocols for randomized trials of new treatments almost always have a rationale that includes an explanation of how or why the treatment might work. A systematic review of four cohorts of randomized trials including 743 trials involving almost 300,000 patients found that only slightly more than half of the new treatments were better than established treatments and few were substantially better, despite plausible explanations why they might be better [Djulbegovic 2012 (SR)].

New medicines are developed based on an understanding of how and why they are expected to work, and many medicines do, in fact work. However, among 222 novel medicines that were found to be effective and were approved by the U.S. Federal Drug Administration (FDA) from 2001 to 2010, about one-fifth were found to have unanticipated serious adverse events after they had been approved [Downing 2017 (RS)].

Homeopathy has been used for over 200 years, based on the theory that patients with signs and symptoms can be helped by a homeopathic remedy that produces those signs and symptoms in healthy individuals, and that homeopathic remedies retain biological activity after repeated dilution. But systematic reviews of the effects of homeopathy have found no condition that responds convincingly better to homeopathic treatment than placebo [Ernst 2002 (SR), Jorgensen 2013 (SR)].

It is argued that the use of theory will lead to more effective behaviour change interventions. However, there are dozens of different theories to choose from [Davis 2015 (SR)]. Interventions to change health-
related behaviours typically have modest effects, and systematic reviews of randomized trials of health behaviour change interventions have not found theory-based interventions to be more effective than non-theory-based interventions [Dalgetty 2019 (SR)].

Implications

Do not assume that claims about the effects of treatments based on an explanation of how they might work are correct if the treatments have not been assessed in systematic reviews of fair comparisons of treatments.
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1.2b Do not assume that association is the same as causation.

Explanation

The fact that a possible treatment outcome (i.e. a potential benefit or harm) is associated with a treatment does not mean that the treatment caused the outcome. The association or correlation could instead be due to chance or some other underlying factor. For example, people who seek and receive a treatment may be healthier and have better living conditions than those who do not seek and receive the treatment. Therefore, people receiving the treatment might appear to benefit from the treatment, but the difference in outcomes could be because they are healthier and have better living conditions, rather than because of the treatment.

An obvious example of confusing an association with causation would be to assume that going to the doctor causes people to be sick because going to the doctor is associated with being sick. It is more likely that people went to the doctor because they were sick than that going to the doctor caused them to be sick. Another obvious example would be to assume that eating ice cream causes people to drown because ice cream sales are associated with drowning. A more likely explanation for that association is that when it is hot people eat more ice cream and they also swim more. In this example, hot weather is a confounder – it is associated with the “treatment” (eating ice cream) and it affects the “outcome” (the number of people who drown).

A less obvious example of confusing an association with causation was the assumption that hormone replacement therapy (HRT) prevented cardiovascular disease (CVD). For many years, experts and doctors believed that HRT reduced the risk of CVD, based on an association found in studies that compared women who chose to take HRT and women who did not. However, large, randomized trials showed no benefit or an increased risk of CVD in women assigned to HRT. An explanation for this is that socio-economic status was a confounder in the non-randomized studies. Women with lower socio-economic status are more likely to have CVD and they are less likely to take HRT. So, a reason for the association found in the non-randomized studies was the difference in socio-economic status between the comparison groups, not the difference in whether they took HRT or not [Humphrey 2002 (SR)].

Basis for this concept

Researchers, press releases from universities and journal publishers, and news reports frequently use causal language when reporting associations found in non-randomized studies of treatments [Lazarus 2015 (RS), Oxman 2022 (SR), Yu 2020 (RS)]. This is likely to be misleading.

As illustrated by the examples above, there is a compelling logical basis for not assuming that an association between a treatment and an outcome means that the treatment caused the outcome. However, it is less clear how often assumptions about causation based on an association are wrong or when it is correct to assume that an association does mean that a treatment caused an outcome.

When there are very strong associations, it is very unlikely that they result from confounding [Glasziou 2007]. However, very strong associations are uncommon [Nagendran 2016 (SR), Oxman 2012a, Pereira 2012 (SR)].

When there are not very strong associations, one way of assessing the likelihood of being misled by assumptions about causation based on an association is to compare associations found in non-randomized studies to the findings of randomized trials. Non-randomized studies can only adjust for potential confounders if these are known and have been measured. On the other hand, randomly assigning people to comparison groups in large, randomized trials tends to balance the distribution of both measured and unmeasured risk factors (potential confounders) across treatment comparison groups. How much is known about potential confounders and to what extent they have been measured varies. Often, what is known and
measured is limited. For example, a systematic review of non-randomized studies published in major psychiatry journals found that confounding was widely ignored in interpreting the results [Munkholm 2020 (SR)].

Some reviews of comparisons between the results of non-randomized studies and randomized trials have found important differences in results, while others have found little or no difference [Anglemyer 2014 (SR), Rush 2018 (SR)]. There are several possible reasons for these variable findings and why both randomized trials and non-randomized studies can either overestimate or underestimate the effects of treatments [Kleijnen 1997, Sterne 2016]. This includes confounding that can occur after randomisation, particularly in trials that measure long-term effects of treatments [Hernán 2013, Manson 2016]. So, it is difficult to draw firm conclusions about how often assumptions about causation based on an association observed outside the context of randomized trials are misleading.

Before assuming that an outcome associated with a treatment has been caused by the treatment, other reasons for an association should be considered in a systematic review of fair comparisons as the basis for judging the extent to which other reasons for an association have been ruled out [Sterne 2016].

**Implications**

Do not assume that an outcome associated with a treatment was caused by the treatment unless other reasons for the association have been ruled out in a systematic review of fair comparisons.

**References**

**Systematic reviews**

Anglemyer A, Horvath HT, Bero L. Healthcare outcomes assessed with observational study designs compared with those assessed in randomized trials. Cochrane Database Syst Rev. 2014(4).


**Research studies**


**Other references**


1.2c Do not assume that more data is better data.

Explanation

Claims that are based on “big data” (data from large databases) or “real world data” (routinely collected data) can be misleading. More data simply gives a more statistically precise estimate of whatever biases there might be in a treatment comparison that uses routinely collected data. When using routinely collected data, it is only possible to control for confounders that are already known and have been measured. Unfortunately, routinely collected data often do not include sufficient detail to confidently conclude that any association found between a treatment and an outcome means that the treatment caused the outcome.

For example, routinely collected (real world) data have been used in non-randomized comparisons of different types of coronary artery bypass surgery. Twelve studies including 34,019 patients used a non-randomized study design that is believed to reduce the risk of bias due to confounders (propensity-score matching) [Gaudino 2018 (SR)]. They found that using two internal thoracic arteries compared to using one artery was associated with a lower risk of dying within one year. A more likely explanation is that the association was because of confounders that had not been measured. Using two arteries instead of one increases the complexity and invasiveness of the surgery. It is likely that surgeons tend to reserve this type of surgery for patients perceived as healthier and expected to live longer. This type of bias in allocating patients to different treatments (e.g., based on the individual surgeon’s judgement) is very difficult to quantify. The statistics can only be adjusted for the measured confounders [Agoritsas 2017]. As a further illustration of this problem, a large randomized trial found little or no difference in survival after 10 years. This contrasts with 14 non-randomized studies using propensity-score matching with 24,123 patients, which found that using two arteries improved survival compared to one artery [Gaudino 2019 (SR)]. This was due to both lower survival in patients in randomized trials, who were allocated to the two-artery group, and higher survival in the group allocated to the one-artery group compared to the studies using “real world data”.

Describing routinely collected data as “real world data” implies that data collected in carefully designed fair comparisons of treatments do not come from the real world. Databases of routinely collected data may indeed include a broader spectrum of people than data collected in fair comparisons of treatments that have narrow eligibility criteria. However, routine collection of data is rarely planned to include the information that is needed to ensure fair comparisons, and randomized trials can be designed to have wide eligibility criteria.

Basis for this concept

A systematic review of studies that evaluated the effectiveness of treatments on mortality using propensity scores found that most of the studies explored effects of treatments that had already been compared in randomized trials [Hemkens 2016b (SR)]. The so-called “real world” studies seemed to have little impact.

Another systematic review compared treatment effects found in non-randomized studies using routinely collected (“real world”) data and propensity-score matching with those found in randomized trials [Hemkens 2016a (SR), Sterne 2018]. The review found that the non-randomized studies using routinely collected data systematically and substantially overestimated mortality benefits of treatments compared with subsequent trials investigating the same question. This is consistent with the findings of another systematic review comparing studies using propensity score methods with randomized trials [Dahabreh 2012 (SR)]. A third systematic review compared treatment effects found in non-randomized studies using “real world data” with those found in randomized trials for mortality and other outcomes [Ewald 2020 (SR)]. That review did not find a systematic difference in treatment effects, but it found important differences, including effects going in the opposite direction for eight of the 19 included comparisons. A fourth systematic review of comparisons between non-randomized studies using real world data and randomized trials found only two substantial differences in treatment effects out of 15 comparisons [Mathes 2021 (SR)].
As with comparisons of other types of non-randomized studies with randomized trials, there are many reasons why both randomized trials and non-randomized studies can either overestimate or underestimate the effects of treatments [Anglemyer 2014 (SR), Goodman 2017, Kleijnen 1997, Mathes 2021 (SR), Sterne 2016]. So, it is difficult to draw firm conclusions about how often the results of non-randomized studies using real world data will differ substantially from the results of randomized trials. However, evaluations of treatment effects using “real world data” are unlikely to be reliable if there are not high-quality data [Bian 2020 (SR)], and important confounders have not been measured [Franklin 2019].

The main argument for studies using “real world data” is that the findings of randomized trials are not applicable to the real world. However, the fourth systematic review of comparisons between non-randomized studies using real world data and randomized trials found little impact of factors related to the applicability of the findings on the estimated treatment effects [Mathes 2021 (SR)]. Limited applicability of the randomized trials was mostly due to the trials being designed to assess the effects of treatments under ideal circumstances (“explanatory studies”) (e.g., having narrow eligibility criteria) rather than under normal, everyday circumstances (“pragmatic studies”) [Thorpe 2009].

The finding that the results of the randomized trials appeared to be largely applicable to the “real world” is consistent with the findings of a systematic review of studies comparing outcomes in patients receiving a treatment in a randomized trial to similar patients receiving the same treatment outside of a randomized trial [Vist 2008 (SR)]. On average, participants in randomized trials were found to have similar outcomes compared to similar people who received a similar treatment outside of a randomized trial.

**Implications**

Do not assume that an association between a treatment and an outcome found using “big data” or “real world data” means that the treatment caused the outcome unless other possible reasons for the association have been ruled out.
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1.2d Do not assume that a single study is a sufficient basis for a claim about treatment effects.

Explanation

The results of one study considered in isolation can be misleading. A single comparison of treatments rarely provides conclusive evidence; and results are often available from other comparisons of the same treatments. Systematic reviews of all the similar comparisons (“replications”) may yield different results from those based on the initial studies, and these should help to provide more reliable and statistically precise estimates of treatment differences. Even so, obtaining reliable estimates from treatment comparisons must always consider that important studies may remain unpublished, incompletely published, or inaccessible for other reasons.

Randomized trials of oral rehydration solutions (ORS) for children with diarrhoea are an example of single comparisons of treatments that did not provide conclusive evidence [Hahn 2002 (SR)]. Children with diarrhoea can become dehydrated. If they become seriously dehydrated, they can die. For more than 20 years, the World Health Organization (WHO) recommended a standard ORS with a large amount of sugar and salt mixed in water. However, some researchers believed that it might be better to use a smaller amount of sugar and salt (reduced osmolarity). Eleven randomized trials published between 1982 and 2001 compared ORS with reduced osmolarity to the standard solution. A key outcome was the number of children who needed an unscheduled fluid infusion, which indicates they were becoming seriously dehydrated. The results varied. It was not until the results of all the studies were carefully summarised in a systematic review that it was shown convincingly that a reduced osmolarity solution was substantially more effective than the standard solution. Based on combined results of all 11 studies, the WHO changed its recommendation.

Replication or reproducibility is sometimes used to describe the extent to which similar studies, such as the trials of reduced osmolarity ORS, have similar results. However, these terms are not well defined and can sometimes cause confusion [Goodman 2016].

Basis for this concept

There are several reasons why single studies can be misleading. First, studies are often too small to provide reliable results [Button 2013, Dechartres 2013 (SR), IntHout 2015 (SR)]. Small studies provide statistically less precise estimates of treatment effects than large studies; the results of small studies are more inconsistent than the results of large ones [IntHout 2015 (SR)]; and small studies tend to overestimate treatment effects [Dechartres 2013 (SR)]. Second, studies that evaluate the effects of treatments often have a high risk of bias [Wood 2008 (SR)]. Third, the results of studies that address the same question often have inconsistent results [Guyatt 2011c, IntHout 2015 (SR)]. Fourth, randomized trials with statistically significant results are published more often, and more quickly, than trials with statistically “non-significant” results [Hopewell 2009 (SR)]. Studies that show benefits, especially large benefits, are also more likely to be noticed than studies that do not [Duyx 2017 (SR), Ioannidis 2005 (SR)].

Systematic reviews use a structured approach to identify studies (including unpublished studies), to select and critically appraise the risk of bias in relevant studies, and to collect and analyse data from the studies that are included in the review. Compared to single studies, systematic reviews can:

- Increase the statistical precision of estimates and so reduce the chances of being misled by the play of chance (random errors),
- Reduce the chances of being misled by systematic errors (biases)
- Assess the consistency of estimates of treatment effects across studies and reduce the chances of being misled by inconsistency, and
- Assess the risk of reporting biases and reduce the risk of being misled by publication bias.
Implications

The results of single comparisons of treatments can be misleading. Consider all the relevant fair comparisons when making judgements about treatment effects.
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1.2e Do not assume that fair comparisons are not applicable in practice.

**Explanation**

Assumptions that fair comparisons of treatments in research are not applicable in practice can be misleading. People may claim that evidence from fair comparisons of treatments cannot be applied to everyday practice. This is likely to be true if there are important differences between the fair comparisons and everyday practice. The effects of treatments are unlikely to differ substantially unless there are compelling reasons why everyday practice is so different from the fair comparisons that the treatments are unlikely to work in the same way [Dans 1998].

Deciding whether there are compelling reasons depends on evidence outside of fair comparisons of treatments (for example, basic science research that demonstrates how a treatment causes an outcome) and judgement. Reasons for uncertainty about the applicability of research only become compelling when there is compelling evidence or compelling logical reasons for expecting the effects of a treatment to be substantially different in practice.

For example, human biology tends to be more similar than different across people from different countries, races, and ethnicities. So, you would expect medicines to have similar effects most of the time. Thus, it is not necessary to conduct randomized trials of medicines in every country with large samples of people from every race and ethnicity. But there are sometimes important differences. For example, the benefits of lowering elevated blood pressure in reducing strokes and other cardiovascular morbidity and mortality are well established. However, several different types of medicine are used to lower blood pressure and there has been uncertainty about which of these should be used. There has also been uncertainty about whether these medicines worked the same in Black people and in non-Black people, particularly for angiotensin-converting enzyme (ACE) inhibitors. This is because ACE inhibitors were found to be less effective for lowering blood pressure in Black people than in non-Black people. For this reason, a randomized trial designed to compare different medicines for lowering blood pressure planned to do a subgroup analysis for Black participants in the trial, which included 33,357 participants (35% Black) in the U.S. and Canada [Wright 2005 (RS)]. The results of this study were largely similar for Blacks and non-Blacks, except for the effect of the ACE inhibitor on strokes. Black participants assigned to the ACE inhibitor were more likely to have a stroke than Black participants assigned to the thiazide diuretic, but not non-Black participants.

Various terms are used to describe the “applicability” of research, including transferability, generalisability, external validity, and relevance. Although these terms have been defined differently, checklists designed to assess these concepts include broadly similar criteria [Munthe-Kaas 2019 (SR)]. These include differences between fair comparisons and everyday practice in the characteristics of the people, characteristics of the treatments, and characteristics of the context. It is possible to generate long lists of things that could potentially be different. For example, differences in patient characteristics could include differences in age, sex, education, income, race, ethnicity, weight, comorbidity, genetic markers, astrological sign, baseline risk, etc. To avoid being misled by spurious assumptions about fair comparisons not being relevant, only those factors for which there are compelling reasons why a treatment is unlikely to work the same way in practice as it did in fair comparisons should be considered when assessing the applicability of the results.

It should be noted that most often the relative effect will be similar for people with different baseline risks. Differences in baseline risk will, however, often lead to differences in the absolute effect.

**Basis for this concept**

There have been at least 136 comparisons of outcomes of patients who participated in randomized trials and outcomes of patients who were eligible for the trial and received a similar treatment but did not participate [Vist 2008 (SR)]. The comparisons include both comparisons of the ‘experimental’ or new treatment inside
and outside of the trial, and ‘control’ treatment comparisons. On average, the outcomes of patients participating and not participating in trials were similar. Among the 136 comparisons, 21 comparisons found statistically significant differences in outcomes. Eleven of those reported better outcomes for patients within trials and ten reported worse outcomes for patients treated within trials. These results challenge the assertion that the results of randomized trials are not applicable in practice.

However, the results of some randomized trials may be less likely to be applicable than others. Some trials are largely explanatory. That is, they are designed to assess the effects of a treatment given in ideal circumstances [Thorpe 2009]. Those trials may be less likely to be applicable in practice than trials that are largely pragmatic, i.e., designed to assess the effects of a treatment given in the circumstances of everyday practice.

A systematic review that compared treatment effects on mortality from randomized trials conducted in more developed versus less developed countries found similar effects in 128 out of 139 cases (92%). A few cases (8%) showed, on average, more favourable treatment effects in less developed countries. The extent to which those discrepancies reflect biases in reporting or study design versus genuine differences in treatment effects (for example, due to differences in treatment implementation or baseline risk) is uncertain.

There are statistical and logical reasons for thinking that relative measures of effect are more likely to be consistent across different baseline risks. For example, a large risk difference, say 50%, is not possible in a group of people with a baseline risk that is less than 50%. There is also empirical evidence that relative measures of effect tend to be more consistent across people with different baseline risks than absolute risks [Guyatt 2013a], although that evidence has been brought into question [Poole 2015 OR]. It cannot be assumed that relative risks are consistent and can be applied in practice to people with different baseline risks. However, most of the time it is more likely that relative effects are applicable in practice across groups with different baseline risks than it is that absolute risks are applicable. Moreover, this is only a concern when it is possible to identify groups of people with important differences in baseline risk.

**Implications**

Do not assume fair comparisons are not applicable because of differences between fair comparisons and everyday practice, unless there are compelling reasons why treatments would work differently.
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1.3 Seemingly logical assumptions about treatments can be misleading.

1.3a Do not assume that treatment is needed.

Explanation

Effective treatments can prevent health problems and premature death and improve the quality of life. However, nature is a great healer and people often recover from illness without treatment. Likewise, some health problems may get worse despite treatment, or treatment may even make things worse. Not using a treatment is not the same as “no treatment”. Waiting to see what happens (“letting nature take its course”), with or without treating symptoms such as pain, is a treatment option.

Sore throats are an example of an illness that gets better without treatment. Sore throats caused by bacteria (strep throat) have been treated with antibiotics primarily to prevent rheumatic fever. Rheumatic fever still occurs in some parts of the world, but it is very rare in many parts of the world. In those parts of the world antibiotics are used primarily to promote faster recovery. Antibiotics have a modest effect on recovery in the first few days, but after seven days, 90% of patients are symptom-free with or without antibiotics [Spinks 2013 (SR)]. Moreover, antibiotics have adverse effects, including diarrhoea and rash, and widespread use of antibiotics contributes to antibiotic resistance.

Basis for this concept

Inappropriate healthcare is not easily defined or measured, but it is widespread [Brownlee 2017 (OR)]. This includes inappropriate use of diagnostic tests and use of treatments that are not effective or do more harm than good, as well as use of treatments that are not needed.

Antibiotics, for example, are not needed for common respiratory tract infections [Hirschmann 2002 (OR), Tan 2008 (SR)]. These illnesses are rarely serious and get better without treatment. Antibiotics do not help and can cause harm. Treating symptoms by other means frequently helps.

Aggressive care for older people and dying patients is another example of treatments that are not needed. Older people near the end of their life often receive non-essential medicines that can cause discomfort and serious side effects or are no longer beneficial given limited life expectancy. Nearly 50% of older adults take one or more medications that are not necessary [Maher 2014 (OR)]. A “good death” is free from avoidable distress and suffering for the individual, the family, and caregivers, and in accord with the individual’s and family’s wishes. Unwarranted medicalisation of the last phase life with surgery, intensive testing, medical procedures, polypharmacy, hospitalisation, and intensive care increases distress and suffering rather than reducing it. Most people would prefer to die at home, yet about half die in hospital worldwide [Brownlee 2017 (OR)]. At the same time, appropriate palliative care is underused.

Implications

Always consider the usual course of a health problem when considering treatments other than waiting to see what happens. Sometimes treatment is not needed and may even make things worse.
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1.3b Do not assume that more treatment is better.

Explanation

Increasing the dose or amount of a treatment (e.g., how many vitamin pills you take) can increase harms without increasing beneficial effects.

For example, iron deficiency is an important cause of anaemia and a major contributor to the global burden of disease [Pasricha 2021 (OR)]. Iron supplements are effective for preventing and treating iron deficiency anaemia. However, iron supplements can injure the upper gastrointestinal tract and cause nausea, vomiting, discomfort, diarrhoea, and constipation – and higher doses of iron increase the number and severity of adverse effects [Cancelo-Hidalgo 2013 (SR)].

More aggressive treatment can also increase harms without increasing the benefits. For example, radical mastectomy entails removing the breast tissue along with the nipple, lymph nodes in the armpit, and chest wall muscles underneath the breast. This was the standard of care for breast cancer surgery for almost a century. But in the 1980s, fair comparisons found that a lumpectomy was an equally viable option that was far less extensive and easier on the patient, since it removed the tumour, not the breast itself [Cotlar 2003].

Basis for this concept

Adverse effects of medicines are common, and they can be serious. For example, studies have found that about 7% of hospitalised patients in the U.S. have had serious adverse drug reactions and about 0.3% have had fatal adverse drug reactions [Lazarou 1998 (SR)]. About three-quarters of the reported side effects are dose related. Dose-related adverse drug reactions are also common in patients who are not hospitalised, and they can occur at dosages recommended by pharmaceutical manufacturers in package inserts [Cohen 2001 (OR)]. This occurs because those recommendations are based on incomplete information and sometimes do not reflect research showing that a lower dose would be better [McCormack 2011].

Millions of people consume dietary supplements hoping to maintain or improve their health. These include vitamins, minerals, amino acids, herbs or other botanicals, and other substances used to increase total dietary intake. Sales of dietary supplements exceeded $30 billion in the U.S. alone in 2011. However, extensive research and systematic reviews have not detected beneficial effects [Batsis 2021 (SR), Di Lorenzo 2015 (SR), McCormick 2010 (OR), Starr 2015 (OR)]. Moreover, routine and high-dose supplementation may not be safe.

Implications

If a treatment is believed to be beneficial, do not assume that more of it is better.
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1.3c Do not assume that a treatment is helpful or safe based on how widely used it is or has been.

Explanation
Treatments that have not been properly evaluated but are widely used or have been used for a long time are often assumed to work. Sometimes, however, they may be unsafe or of doubtful benefit.

Bloodletting, taking blood from a patient to prevent or cure illness, was the most common procedure performed by physicians and surgeons for almost two thousand years [Science Museum 2009]. As late as 1923, it was recommended in Principles and the Practice of Medicine [Stewart 2019]. In addition to not being helpful, bloodletting was not safe. People were killed from blood loss, including George Washington, the first president of the U.S. [Morens 1999]. It could also lead to severe or even fatal infections.

Medicine to reduce heart rhythm abnormalities is a more recent example of a widely-used treatment that was deadly. Because heart rhythm abnormalities are associated with an increased risk of early death after a heart attack, it was believed that medicines that reduced these abnormalities would also reduce early deaths. These medicines were used for many years before it was discovered that they increase the risk of sudden death. It has been estimated that, at the peak of their use in the late 1980s, they may have been killing as many as 70,000 people every year in the U.S. alone [Moore 1995].

Basis for this concept
The reversal of established medical practice is common and occurs across all classes of medical practice. Reviews of fair comparisons published in leading medical journals (JAMA, Lancet, and the New England Journal of Medicine) between 2003 and 2017 identified 542 “medical reversals” — evidence that established practices were ineffective or harmful [Herrera-Perez 2019 SR, Prasad 2013 SR]. Similar studies have found that common practice is commonly shown to be ineffective or harmful in specific areas of practice [Haslam 2021 SR, Herrera-Perez 2020 SR].

It is difficult to estimate how many contemporary medical practices are not any better than or are worse than doing nothing or doing something else that is simpler or less expensive [Ioannidis 2013]. About a quarter of original articles published in the New England Journal of Medicine evaluated established practices. Of those, about 40% found that established practices were not helpful or not safe and about 40% reaffirmed established practices. It is uncertain how representative these estimates are of evaluations published in other journals or, more importantly, of common practices generally. Nonetheless, many widely-used treatments are not helpful or are not safe [Luo 2013 RS]. Estimates of waste due to overtreatment or low-value care in the U.S. healthcare system range from $75.7 billion to $101.2 billion per year [Shrank 2019 SR].

Complementary and alternative medicine is widely used and has been for a long time [Ernst 2000 SR, Frass 2012 SR]. Because many complementary and alternative treatments are poorly evaluated, it is uncertain whether they are effective or safe. For example, homeopathy has been used for over 200 years, but systematic reviews of the effects of homeopathy have found no condition that responds convincingly better to homeopathic treatment than to placebo [Ernst 2002 SR, Jorgensen 2013 SR]. Similarly, herbal remedies are widely used and have been for a long time, but the effectiveness of many herbal remedies is uncertain [Hu 2011 SR]. Moreover, some herbal remedies have been found to have adverse effects [Lee 2016 SR]. Acupuncture, which has been used for about 3,000 years, has been shown to be effective for some conditions, but not for others [Tait 2002 SR]. And although acupuncture is relatively safe, it can have both minor and serious adverse effects [Salehi 2015 SR]. Chiropractic treatments, which have been used for over 100 years, have been shown to be effective for some upper extremity conditions, but not for other conditions [Salehi 2015 SR]. Chiropractic treatments can also have both minor and serious adverse effects [Gouveia 2009 SR].
Implications

Do not assume that treatments are beneficial or safe simply because they are widely used or have been used for a long time, unless this has been shown in systematic reviews of fair comparisons of treatments.
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1.3d Do not assume that a treatment is better based on how new or technologically impressive it is.

Explanation

New treatments can be assumed to be better simply because they are new, more expensive, or technologically impressive. However, on average, they are only very slightly likely to be better than other available treatments. Some side effects of treatments, for example, take time to appear, and without long term follow-up it may not be possible to know whether they will appear.

Vioxx (rofecoxib) was a new non-steroidal anti-inflammatory drug (NSAID) prescribed to decrease pain and inflammation in arthritis and acute pain in adults. Fair comparisons showed that more people who took Vioxx for eight weeks had relief from arthritis symptoms than people who took a ‘sugar pill’ or placebo, and that it worked just as well as Naprosyn [Garner 2005 (SR)]. Vioxx was approved by the U.S. Federal Drug Administration (FDA) in 1999. The producer of Vioxx spent $161 million advertising Vioxx with advertisements like this:

```
```

However, Vioxx was withdrawn from the market in 2004 after it was shown that long-term use increased the risk of heart attack and stroke.

Basis for this concept

About 4% of new medicines approved in Canada between 1990 and 2009 were withdrawn because of adverse effects after two to eight years [Lexchin 2014 (RS)]. Worldwide, the average time between introduction of a medicine and its withdrawal due to safety is about 20 years (SD±14 years) [Craveiro 2020 (SR)]. Worldwide, among medicines launched between 1951 and 2007, 83 were withdrawn because of drug-
attributed deaths between 1957 and 2001 [Onakpoya 2017 (SR)]. Among 353 medicines withdrawn from any country between 1950 and 2015 because of an adverse effect, only 40 were withdrawn worldwide [Onakpoya 2016b (SR)]. The median time between the first launch and worldwide withdrawal of a medicine was four years (interquartile range four to 24 years). The interval between launch date and reports of adverse drug reactions has shortened over the past few decades [Onakpoya 2016a (SR)]. This may be in part because of more people being exposed more quickly, leading to quicker detection of adverse reactions. However, withdrawal of medicines following reports of suspected serious adverse reactions has not improved consistently, and harmful medicines are less likely to be withdrawn in African countries.

It is more difficult to document the proportion of new non-pharmacological treatments that are found to be harmful. Only slightly more than half of new treatments that are evaluated in randomized trials have been found to be better than established treatments, and few were substantially better [Djulbegovic 2012 (SR)]. This suggests that a large proportion of new treatments are unlikely to be substantially better than other available treatments. Large effects of medical treatments on outcomes that are important to patients are uncommon [Pereira 2012 (SR)]. Many new non-pharmaceutical treatments are not evaluated in randomized trials, so it is uncertain how effective or safe they are. New treatments with limited or no evidence of benefit are frequently introduced into practice. For example, about half of the recommendations in major cardiology guidelines are based on low-certainty evidence or expert opinion [Tricoci 2009 (SR)]. Similarly, about half of the recommendations in UpToDate, a widely used medical textbook, are based on low-certainty evidence [Agoritsas 2017 (RS)].

Implications
Do not assume that a treatment is better or safer simply because it is new, brand-named, expensive, or technologically impressive.
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1.3e Do not assume that earlier detection of ‘disease’ is better.

Explanation
People often assume that early detection of disease and ‘treating’ people who are at statistical risk of disease lead to better outcomes. However, screening people to detect disease or treating people at statistical risk of disease is only helpful if two conditions are met. First, there must be an effective treatment. Second, people who are treated before the disease becomes apparent must do better than people who are treated after the disease becomes apparent. Screening and treating people at statistical risk of a disease can lead to overdiagnosis and overtreatment. Screening tests can be inaccurate (e.g., misclassifying people who do not have a disease as if they do have the disease). Screening or treating a statistical risk factor as if it is a ‘disease’ can also cause harm by labelling people as being sick when they are not, and because of side effects of the tests and treatments.

Screening for phenylketonuria (PKU) is an example of early detection of disease that is better than late detection. PKU is a rare inherited disorder. People with PKU cannot metabolise phenylalanine. Untreated, PKU results in severe intellectual disability, epilepsy, and behavioural problems. PKU can be detected in newborn babies with a drop of blood. Treatment includes a special diet and regular blood tests. With early diagnosis and treatment, most children with PKU can live healthy lives [van Wegberg 2017 (SR)].

Screening women without symptoms for ovarian cancer is an example of early detection that does more harm than good. In randomized trials with nearly 300,000 women, there was not an important difference in similar numbers of women who died from ovarian cancer as women who were screened and those who were not [Henderson 2018 (SR)]. Harms of screening included surgery (with major surgical complications) in women found to not have cancer.

Basis for this concept
Screening to detect disease earlier can harm people in several different ways, including:

- **Undesirable effects of the screening tests**
  Screening tests can be bothersome and may occasionally cause harm. For example, screening mammography for breast cancer can cause discomfort or pain, and some women decide not to have mammograms because they can be painful [Nelson 2016 (SR)]. Screening for breast cancer also can cause anxiety, distress, and other psychological responses. More invasive tests can sometimes cause more serious harm. For example, screening colonoscopy for colon cancer is estimated to cause three perforations and 15 major bleeds for every 10,000 patients screened [Lin 2021 (SR)].

- **False-positive and false-negative test results**
  Tests that are positive, indicating disease, when in fact the individual does not have disease can result in adverse psychological effects. For example, 42% of women screened for breast cancer every other year for 10 years have at least one false-positive mammography, and 6% receive a biopsy because of a false-positive test [Nelson 2016 (SR)]. Compared to women with normal results, women with false-positive results are more likely to experience breast cancer specific worry, worries that affected their mood or daily activities, and lower mental functioning and vitality. False-negative test results can result in a delay in recognising and treating breast cancer.

- **Undesirable effects of the treatment**
  Surgery, radiation, and chemotherapy, which are used to treat cancer, all have serious adverse effects. For example, men with prostate cancer detected by screening can be treated with surgery and radiotherapy, which can cause impotence and urinary incontinence [Michaelson 2008 (OR)].
• **Overdiagnosis, overtreatment, and overmedicalisation**

Overdiagnosis means the detection of a condition or problem that would never cause a person harm during their lifetime. Overtreatment means that people receive more extensive or invasive treatment than is required to improve health outcomes. For example, men with prostate cancer detected by screening can be treated with surgery and radiotherapy. These can cause impotence and urinary incontinence when the cancer may not have caused them any harm in their lifetime.

Overmedicalisation is wrongly defining and treating human conditions and problems as medical conditions. This can result in both overdiagnosis and overtreatment. For example, lowering the threshold for a risk factor such as high blood pressure or gestational diabetes can result in many people who may never experience any harm caused by the condition being diagnosed as being “at risk” and treated unnecessarily. The lower the baseline risk is, say for having a stroke or heart attack, the lower the absolute effect will be, assuming the relative effect is the same. So, with lower thresholds, the likelihood of desirable effects decreases, while the likelihood of undesirable effects stays the same [Doust 2020]. For example, there is evidence that attention-deficit/hyperactivity disorder (ADHD) is being diagnosed more frequently and that the increase is due to milder cases being diagnosed and treated with drugs [Kazda 2021 (SR)]. The benefits of pharmacological treatment for youth with milder symptoms are uncertain and may be outweighed by the harms.

• **Labelling**

People who are labelled as having a condition or a disease may experience adverse effects simply from being labelled. For example, a study with 33,000 adults found that individuals who were aware that they had hypertension had more psychological distress than individuals who were unaware that they had hypertension [Hamer 2010 (RS)]. Other studies have found increased absenteeism and decreased psychological well-being associated with labelling, although the results are not consistent [Guirguis-Blake 2021 (SR), Macdonald 1984 (OR)].

The evidence for and against screening varies. Out of 87 recommendations (for 64 topics) made by the U.S. Preventive Services Taskforce last updated between 2011 and 2021, there was high certainty that the benefits substantially outweigh the harms for eight [U.S. Preventive Services Task Force 2021 (SR)]. There was high-certainty evidence of a moderate net benefit or moderate certainty of a moderate to substantial net benefit for another 23 recommendations. There was at least moderate certainty that the net benefit is small for four recommendations. For 14 recommendations, there was moderate or high certainty that there is no net benefit or that the harms outweigh the benefits, and for 38 statements there was insufficient evidence to assess the balance of the benefits and harms of screening.

**Implications**

Do not assume that early detection of disease is worthwhile if it has not been assessed in systematic reviews of fair comparisons between people who were screened and people who were not screened.
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1.4 Trust in a source alone can be misleading.

1.4a Do not assume that personal experiences alone are sufficient.

Explanation

People can be led to believe that improvements in a health problem (for example, recovery from a disease) resulted from having received a treatment. Similarly, they might believe that an undesirable health outcome was due to having received a treatment. However, the fact that an individual recovered after receiving a treatment does not mean that the treatment caused the improvement, or that other people receiving the same treatment will also improve. The improvement (or the undesirable health outcome) might have occurred even without treatment.

One reason that personal experiences – including a series of personal experiences – are sometimes misleading is that experiences, such as pain, fluctuate and tend to return to a more normal or average level. This is sometimes referred to as “regression to the mean”. For example, people often treat symptoms such as pain when they are very bad and would improve anyway without treatment. The same applies to a series of experiences. For example, if there is a spike in the number of traffic crashes someplace, traffic lights may be installed to reduce these. A subsequent reduction may leave the impression that the traffic lights caused this change. However, it is possible that the number of crashes would have returned to a more normal level without the traffic lights.

If you have a splinter that is causing pain and the pain goes away right away after you pull out the splinter, you can be confident that pulling out the splinter (the treatment) caused the outcome (no more pain). This is because the outcome happened right after the treatment and without the treatment the pain was constant and would very likely continue. However, few conditions are constant (unchanging without treatment) and respond quickly to treatment. For example, tension-type headaches are very common. In adults who have frequent headaches, about 5%, 20%, and 44% are likely to be pain-free within one, two, and four hours respectively without taking paracetamol (acetaminophen). So, if an individual with frequent tension-type headaches took paracetamol and the headache went away, it would not be possible for that individual to know whether it was because of the medicine or if it would have gone away just as quickly without the medicine.

Unless an outcome rarely, if ever, occurs without treatment, it is not possible to know based on personal experience whether the treatment caused the outcome, even if the outcome occurs shortly after the treatment. For example, tension-type headaches are very common. In adults who have frequent headaches, about 5%, 20%, and 44% are likely to be pain-free within one, two, and four hours respectively without taking paracetamol (acetaminophen). So, if an individual with frequent tension-type headaches took paracetamol and the headache went away, it would not be possible for that individual to know whether it was because of the medicine or if it would have gone away just as quickly without the medicine.

Basis for this concept

Most treatments have at best modest effects, which cannot be reliably detected by personal experience. For example, randomized trials have compared a placebo to “no treatment” for a variety of conditions, treatments, and outcomes. On average 41% of participants allocated to “no treatment” in these trials had a good outcome independent of a possible placebo effect. Based on personal experience, it would not have been possible for individuals in those trials to know whether a good outcome was because of the treatment or would have occurred without the treatment.
Personal experience can provide compelling evidence of beneficial effects for conditions that are constant (unchanging or consistent without treatment) and respond quickly to treatment [Glasziou 2007]. However, there are not many examples of conditions like that. Consequently, case reports (the experience of an individual) and case series (reports of several individuals) rarely provide a reliable basis for concluding that a treatment has a beneficial effect or is safe, and they can be misleading. For example, hundreds of case reports and series reported “successful” extracranial-intracranial arterial bypass surgery for stroke prevention, but a large randomized trial found that the surgery was ineffective and harmful [Haynes 1990]. Moreover, it appears likely that cases are reported selectively, they may represent outliers, and they are often poorly reported [Agha 2016 (SR), Albrecht 2005 (SR), Albrecht 2009 (SR), Oliveira 2006 (SR), Richason 2009 (SR)]. Case reports can generate hypotheses about the effects of treatments and lead to research to test those hypotheses, but it is uncertain how often those hypotheses turn out to be correct [Albrecht 2005 (SR), Dalziel 2005 (SR), Olaku 2011 (SR)].

Case reports and case series cannot establish causation for common outcomes, but they can provide compelling evidence for rare adverse events [Hauben 2007]. For example, sudden, unexplained perforation of the colon is extremely rare [Namikawa 2011 (RS)]. So, it is safe to assume that perforations following colonoscopy are caused by the colonoscopy and case series without a comparison group can provide reliable estimates of the risk of perforation [Lin 2021 (SR)]. There is very limited empirical evidence of how reliable case reports and case series are with respect to adverse effects [Vandenbroucke 2001]. A review of anecdotal reports of suspected adverse drug reactions published in four high-profile journals in 1963 found that 35 of 47 reports were clearly correct [Venning 1982 (SR)]. Modelling studies suggest that for rare events, coincidental associations between taking a medicine and the event are so unlikely that more than three reports constitute a strong warning requiring further investigation [Begaud 1994, Tubert 1992].

Implications
If an individual improved after receiving a treatment it does not necessarily mean that the treatment caused the improvement, or that other people receiving the same treatment will also improve.

References

Systematic reviews


Research studies


Other references


1.4b Do not assume that your beliefs are correct.

**Explanation**

People often look for and use information to support their own beliefs, including beliefs about the effects of treatments. This is sometimes called ‘confirmation bias’. Confirmation bias can occur when people want a claim about treatment effects to be true. By focussing on evidence or arguments that support their existing beliefs and ignoring evidence or arguments that challenge these, people believe claims that confirm what they believe or wanted to be true without thinking critically about the basis for the claims.

When looking for health information, many people search the Internet. However, the information they select, and their perception of that information may be biased based on their prior beliefs. For example, parents of young children are more likely to select information about vaccination that is consistent than information that is inconsistent with their prior beliefs, and they perceive information that is consistent with their prior beliefs as being more credible, useful, and convincing [Meppelink 2019 (RS)].

**Basis for this concept**

A great deal of empirical evidence supports the idea that confirmation bias is extensive and strong [Nickerson 1998 (OR)]. The evidence also supports the view that once one has a belief, the primary motivation in seeking and evaluating information is to defend or justify that belief. People tend to seek information that they consider supportive of their existing beliefs and to interpret information in ways that endorse those beliefs. Conversely, they tend not to seek and perhaps even to avoid information that contradicts their beliefs.

Confirmation bias may explain people’s tendency to believe that a treatment was responsible for a desired result. People decide to use a treatment to bring about a health-related result. If the desired result occurs, the natural tendency is to attribute it to the treatment, which was used based on the belief it would cause the desired result. They often do not seriously consider the possibility that the result might have occurred without the treatment.

There are several explanations for confirmation bias. One is that people find it easier to believe propositions they would like to be true than propositions they would prefer to be false. Another is that people tend to avoid cognitive dissonance – anxiety that results from holding contradictory beliefs. People do not naturally adopt a falsifying strategy of hypothesis testing. Our natural tendency seems to be to look for evidence that is directly supportive of hypotheses we favour.

Confirmation bias is also found in the scientific literature. Citation bias is the selective citation of scientific articles based on their results [Gøtzsche 2022 (OR)]. Studies of citation bias have found that articles in which the authors explicitly concluded to have found support for their hypothesis were cited 2.7 times as often as articles that did not [Duyx 2017 (SR)]. This can lead to wrong conclusions and decisions.

**Implications**

Don’t be misled by your own beliefs or rely on them unless they are based on the results of systematic reviews of fair comparisons of treatments.
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1.4c Do not assume that opinions alone are sufficient.

Explanation

People often disagree about the effects of treatments, including doctors, researchers, and patients. This may be because their opinions are not always based on systematic reviews of fair comparisons of treatments. Who makes a treatment claim, how likable they are, or how much experience and expertise they have do not provide a reliable basis for assessing how reliable their claim is. This does not mean that conflicting opinions should be given equal weight – or that the existence of conflicting opinions means that no conclusion can be reached. How much weight to give an opinion should be based on the strength of the evidence supporting it.

Experts, just like everyone else, do not always base what they say on systematic reviews. For example, experts did not begin to recommend aspirin after a heart attack until years after there was strong evidence supporting its use [Antman 1992 (SR)]. Conversely, experts continued to recommend medicines to reduce heart rhythm abnormalities years after there was strong evidence that they increased the risk of early death after a heart attack.

Basis for this concept

More than two thirds of Americans often hear conflicting medical information from family and friends [The Merck Manuals 2021 (RS)]. Health professionals also often have conflicting opinions, and gaps between research findings and health professional practice are well documented [Bero 1998 (SR), Bloom 2005 (SR), Boaz 2011 (SR), Grimshaw 2001 (SR)]. Passive dissemination of research evidence does not adequately ensure that the opinions and practices of health professionals are consistent with the best available evidence.

New research evidence of the effects of treatments is published daily, making it difficult to keep up to date [Bastian 2010]. Studies that have examined how often clinicians have questions have found that, on average, clinicians have about one question for every two patients they see, but they only seek answers to about half of those questions [Del Fiol 2014 (SR)].

There is an enormous amount of information about treatments on the Internet, much of which is unreliable [Eysenbach 2002 (SR), Glenton 2005 (RS)]. Frequently, the basis for claims about the effects of treatments is not provided. Very few online sources of information about treatments are explicitly based on systematic reviews of fair comparisons, making it difficult to know which opinions to trust [Oxman 2019 (SR)].

Experts may disagree more than non-experts when assessing the quality of reviews of research evidence written by others; and reviews of research evidence written by experts may be, on average, of inferior scientific quality compared to reviews by non-experts [Oxman 1993 (RS)]. It appears that the greater the expertise of review authors, the more likely the quality is to be poor. Poor quality of reviews by experts may be related to the strength of their prior opinions and the amount of time they spend preparing a review. Like others, experts are prone to confirmation bias, and articles written by experts tend to selectively cite other articles that support their opinions [Duyx 2017 (SR)]. Expert opinion is nearly always based on evidence. The evidence can, for example, be a systematic review of fair comparisons, anecdotal experience, or laboratory studies. The problem is that unless experts are explicit about the basis of their opinions, it is not possible to critically appraise the claims that they make [Schunemann 2019]. Many clinical practice guidelines that use the term “expert opinion” when evidence is insufficient or do not provide an explanation [Ponce 2017 (SR)]. The expert opinions are based on various types of evidence, most often indirect evidence. Indirect evidence does not directly support the recommendation, for example because of differences between the study participants and the people for whom the recommendation is being made, the treatments compared in the
studies and recommendation, or the outcome measure in the study and the outcome of interest [Guyatt 2011b].

New randomized trials of treatments are typically planned and implemented by experts, and protocols for new trials are typically reviewed and approved or not approved by experts. This seems sensible, but the opinions of those experts are not always informed by systematic reviews of previous research, sometimes resulting in unnecessary harm and wasted resources [Clarke 2014 (SR), Lund 2016].

Implications
Do not rely on the opinions of experts or other authorities about the effects of treatments unless they have taken account of the results of systematic reviews of fair comparisons of treatments.
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1.4d Do not assume that peer review and publication is sufficient.

Explanation

Even though a comparison of treatments – whether in a single study or in a review of similar studies – has been published in a prestigious journal, it may not be a fair comparison and the results may not be reliable. Peer review (assessment of a study by others working in the same field) does not guarantee that published studies are reliable. Assessments vary and may not be systematic. Similarly, just because a study is widely publicised does not mean that it is trustworthy.

Sometimes, research that has been peer reviewed and published is so untrustworthy that it is retracted. About half of all retractions involve misconduct, including fabrication or falsification [Brainard 2018, Budd 2011]. Perhaps the most widely-known example of a widely-publicised paper that was subsequently retracted was a small study published in The Lancet which suggested that measles, mumps and rubella vaccination might cause autism [Flaherty 2011]. Publication of that paper contributed to vaccine scepticism and led to a decrease in vaccinated children, outbreaks of measles, serious illness, and at least four deaths that could have been prevented.

Although a small proportion of published papers are retracted, many more are corrected or refuted by more reliable research [Oransky 2021]. Journals rely on peer review to ensure the quality of the research they publish. However, peer review is highly variable, inconsistent, and flawed [Smith 2006, Smith 2010]. For the most part it is done by volunteers. Few peer reviewers have formal training and they commonly do not detect major errors. For example, the British Medical Journal (BMJ) sent three papers, each of which had nine major methodological errors inserted, to about 600 peer reviewers [Schroter 2008 (RS)]. On average, the peer reviewers detected about one-third of the errors in each paper. Half of the peer reviewers were given brief training, which had only a slight impact on improving error detection.

Basis for this concept

Published information written for busy decision makers sometimes contains misleading information on the effects of treatments [Antman 1992 (SR)]. Published, peer-reviewed comparisons of treatments often have a high risk of bias, which can result in overestimating or underestimating the effects and cost-effectiveness of treatments [Bell 2006 (SR), Page 2016a (SR), Savović 2012a (SR), Savović 2012b (SR)]. Before accepting the results of published randomized trials or systematic reviews, decision makers should critically appraise their methods to identify sources of bias [Guyatt 1993, Oxman 1994].

Published reports of randomized trials frequently fail to consider the results in the context of prior trials [Robinson 2011 (SR)], and sometimes selectively cite other research [Duyx 2017 (SR)]. In addition, published reports of randomized trials are often inconsistent with their protocols, and “statistically significant” results are more likely to be reported than results that are not statistically significant [Dwan 2013 (SR)].

Reports of randomized trials are often inadequate for assessing the validity of study results [Haidich 2011 (SR), Hopewell 2010 (SR), Mills 2005 (SR)]. Although reporting of randomized trials has improved, there is still room for further improvement [To 2013 (SR)].

Editorial peer review is used as a tool to assess and improve the quality of submissions to journals. However, there is very little evidence of the effects of peer review on the quality of published research evidence [Jefferson 2007]. Judgements about the quality of information are often based on the reputation of the journal. However, this does not guarantee high quality information. Journal impact factor, a measure that reflects the prestige of a journal, may have little or no association with the quality of published research [Masic 2020 (RS), Pölkki 2014 (SR), Saginur 2020 (SR)].
Published studies that show benefits, especially large benefits, are more likely to be noticed than studies that do not [Duyx 2017 (SR), Ioannidis 2005 (SR)], but they are not necessarily trustworthy. Many published studies are too small to have reliable results, and small studies are more likely to report extreme results than large studies [Schwab 2021 (SR)]. Subsequent studies, which often contradict those studies or show smaller benefits, [Ioannidis 2005 (SR), Serra-Garcia 2021 (SR)], are accorded less attention [Serra-Garcia 2021 (SR)]. Research reports commonly emphasise findings that suggest benefits, while ignoring other findings [Chiu 2017 (SR)]. Press releases are often designed to attract favourable media attention and news reports of those studies do the same [Yavchitz 2012 (RS)]. News reports about published comparisons of treatments often do not consider the reliability of the results [Oxman 2022 (SR)].

Implications

Always consider whether a published comparison of the effects of treatments is fair and whether the results are reliable. Peer review is a poor indicator of reliability.
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1.4e Do not assume that there are no competing interests.

Explanation

People with an interest in promoting a treatment (in addition to wanting to help people) – for example, to make money – may promote treatments by exaggerating benefits, ignoring potential harmful effects, cherry picking which information is used, or making false claims. Conversely, people may be opposed to a treatment for a range of reasons, such as cultural practices.

Tamiflu (oseltamivir) is an example of how financial conflicts of interest can result in misleading claims about the effects of a treatment [Doshi 2012, Loder 2014]. Tamiflu was approved for seasonal influenza by the U.S. Food and Drug Administration in 1999. Several randomized trials and systematic reviews emphasised the benefits and safety of Tamiflu. Most of them were funded by Roche, which also marketed and promoted Tamiflu. In 2005 and 2009, the fear of pandemic flu led to recommendations to stockpile Tamiflu and billions of dollars were spent on this. After battling with the company for over four years, a team of review authors finally accessed the complete data held by the company. After carefully reviewing all the documents, they found no compelling evidence to support claims that oseltamivir reduces the risk of complications of influenza, such as pneumonia and hospital admission, claims that had been used to justify international stockpiling of the drug [Jefferson 2014 (SR)]. Tamiflu was found to slightly reduce the time to alleviation of flu symptoms in adults and to slightly reduce the risk of flu symptoms in people exposed to the flu. It was also found to have adverse effects that potentially outweighed the benefits. As a result of biased reporting of the research and misinformed recommendations and decisions, billions of dollars were wasted.

Basis for this concept

Financial conflicts of interests can lead to bias in several ways [Dunn 2016 (OR)]. Researchers with conflicts of interest are more likely to choose less effective control comparison treatments, leading to more favourable results for a new drug [Dunn 2013 (SR), Hugenholtz 2006 (SR), Lathyris 2010 (SR)]. They may be more likely to selectively report outcomes that favour the treatment and not to publish the results of a trial if it does not favour the treatment [Dwan 2013 (SR)]. They also may be more likely to draw conclusions and recommend the treatment [Als-Nielsen 2003 (SR), Chartres 2016 (SR), Yank 2007 (SR)].

Studies of pharmaceuticals, devices, and dental implants that have been sponsored by the manufacturing company have more favourable results and conclusions than studies sponsored by other sources of support [Lundh 2017 (SR), Popelut 2010 (SR), Saltaji 2021 (SR)]. Review authors may also be more likely to interpret results favourably when they have financial conflicts of interest [Barnes 1998 (SR), Bes-Rastrollo 2013 (SR), Dunn 2014 (SR), Jørgensen 2006 (SR), Mandrioli 2016 (SR)]. Cost-effectiveness studies funded by industry are more likely to present favourable results than other studies [Bell 2006 (SR)], and authors of clinical practice guidelines may be more likely to recommend a treatment when they have a financial conflict of interest [Nejstgaard 2020 (SR), Norris 2011 (SR), Tabatabavakili 2021 (SR)].

Promotion of treatments is regulated in many countries. Nonetheless, advertisements are frequently misleading [Every-Palmer 2014, Faerber 2012 (RS), Folsom 2010 (RS), Huang 2007 (OR), Kiara 2018 (RS), Morganroth 2009 (RS), Othman 2009 (SR), Salas 2008 (RS), Sansgiry 1999 (RS), Spielmans 2008 (RS), Vendra 2019 (RS), Wayant 2020 (RS)]. Because vitamin and mineral supplements are regulated as foods rather than treatments in the U.S., they are not regulated in the same way as treatments. Thus, supplement manufacturers can market, sell, and obtain substantial profit from a supplement despite uncertain benefits and potential harms [McCormick 2010 (OR)]. Expenditures on supplements in the U.S. were estimated to be $21–25 billion a year in 2010, and increasing.

A majority of health news reports do not consider conflicts of interest [Oxman 2022 (SR)].
The assumption that non-financial conflicts of interest can influence the outcomes of treatment comparisons, reviews, and recommendations is logical, but in contrast to financial conflicts of interest, there is little evidence of biased effects of non-financial conflicts of interest [Akl 2014 (RS), Bero 2014].

Implications
Ask if people making claims that a treatment is effective have conflicting interests. If they do, be careful not to be misled by their claims about the effects of treatments.
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2. Comparisons

Studies should make fair comparisons, designed to minimize the risk of systematic errors (biases) and random errors (the play of chance).

2.1 Comparisons of treatments should be fair.

2.1a Consider whether the people being compared were similar.

Explanation

If people in treatment comparison groups differ in ways other than the treatments being compared, the apparent effects of the treatments might reflect those differences rather than actual treatment effects. Differences in the characteristics of the people in the comparison groups at the beginning of the comparison might result in estimates of treatment effects that appear either larger or smaller than they actually are. A method such as allocating people to different treatments by assigning them random numbers (the equivalent of flipping a coin) is the best way to ensure that the groups being compared are similar in terms of both measured and unmeasured characteristics.

If people are not randomly allocated to treatment comparison groups, differences between the groups other than the treatments may result in estimates of treatment effects appearing larger or smaller than they actually are because of confounders or other differences. For example, patients who are most ill (e.g., have severe pain) may be more likely to be given a new treatment than patients who are less ill. There may appear to be a sharp response to treatment in the most ill patients because of regression to the mean. If they are compared to patients who are less ill and receive an older treatment, the new treatment may appear to be more effective than it actually is compared to the older treatment. Differences in recall (“recall bias”) can also lead to over- or under-estimates of effects in case-control and retrospective cohort studies that are based on recollection of exposure to a treatment.

As described in relation to Concept 1.2b, the effect of hormone replacement therapy (HRT) on cardiovascular disease (CVD) is an example of overestimation of a treatment effect in non-randomized studies. For many years experts and doctors believed that HRT reduced the risk of CVD, based on non-randomized studies. But the results of large, randomized trials provided no support for this belief and sometimes suggested an increased risk of CVD in women assigned to HRT. This may be because women of lower socio-economic status are more likely to have CVD and less likely to take HRT. So, a reason for the apparent beneficial effect of HRT on CVD in non-randomized studies is the difference in socioeconomic status between the comparison groups, rather than the difference in whether they took HRT or not [Humphrey 2002 (SR)].

Quinidine is an example of a treatment for which a beneficial effect appeared smaller in non-randomized studies when compared to those in randomized studies. Quinidine was frequently used to treat heart rhythm abnormalities (atrial fibrillation). A systematic review of randomized and non-randomized studies found that the beneficial effect of maintaining a normal heart rhythm was 54% less after three months and 76%

---

2 Although quinidine was effective for maintaining a normal heart rhythm, it has been replaced by safer and more effective medicines.
less after 12 months in non-randomized studies when compared with randomized studies [Reimold 1992 (SR)]. One possible explanation for the apparently smaller effects in the non-randomized studies is that patients with the most symptoms and the highest risk may have been more likely to receive quinidine in the non-randomized studies.

Aspirin is an example of a treatment where a harmful effect appeared larger in non-randomized studies when compared to randomized studies. Randomized studies have shown that low-dose aspirin reduces the risk of stroke in people at high risk (with symptoms and signs of vascular disease) but not in people at low risk. A systematic review of randomized and non-randomized studies found an increased risk of stroke in people at low risk who took aspirin, whereas randomized studies did not find an increased risk [Hart 2000 (SR)]. Aspirin use in the non-randomized studies was largely self-selected and it is possible that people who chose to take aspirin had a higher risk of stroke than those who did not, even after statistical adjustment for risk factors that were known and had been measured.

Basis for this concept

Random allocation of people to comparison groups is unbiased with respect to prognosis (characteristics of participants that can predict the course and outcome of a condition) and responsiveness to the treatment. No other way of creating comparison groups has these properties because it cannot be assumed that all factors relevant to prognosis and responsiveness to treatment have been distributed in an unbiased way between comparison groups [Kleijnen 1997]. However, when a small number of people are randomly allocated, important differences between comparison groups can occur by chance. Moreover, both randomized studies and non-randomized studies can be misleading for other reasons [Sterne 2016], including those addressed by Key Concepts 2.1b to 2.1g.

Comparisons of the results of randomized and non-randomized studies have found that carefully designed and implemented non-randomized studies and randomized studies sometimes give similar estimates of the effects of treatments [Anglemyer 2014 (SR), Bun 2020 (SR), Concato 2000 (SR), Golder 2011 (SR), Schwingshackl 2021 (SR)]. However, non-randomized comparisons of treatments can overestimate effects, underestimate effects, mask effects, or reverse the direction of effects [Deeks 2003 (SR), Ewald 2020 (SR), Hemkens 2016a (SR), Ioannidis 2001 (SR), Kunz 1998 (SR), Odgaard-Jensen 2011 (SR)]. It is a paradox that the unpredictability of randomization is the best protection against the unpredictability of the extent and direction of bias in treatment comparisons that are not properly randomized.

To ensure that people in treatment comparison groups are similar, in addition to randomly allocating enough people, it is important to ensure that random allocation is properly implemented. Researchers have investigated the impact of two key elements of random allocation: adequate generation of a random sequence (to ensure that the allocation sequence is unpredictable, and that people are allocated by chance), and concealed allocation (to ensure that the random sequence is properly implemented, and that participation is not influenced by knowing the treatment assignment prior to enrolment in the study). A systematic review combined the data from seven studies that investigated the influence of these and other characteristics of randomized trials on effect estimates [Savović 2012b (SR)]. It included 234 meta-analyses containing 1,973 randomized trials. It found that, on average, effects were overestimated in trials with inadequate or unclear (compared with adequate) random-sequence generation and with inadequate or unclear (compared with adequate) allocation concealment. A systematic review of 24 studies found similar results [Page 2016a (SR)]. A review of 56 studies that examined associations between 58 different trial characteristics and effect estimates found that allocation concealment, sequence generation, and small sample size were the characteristics most consistently associated with treatment effect estimates [Dechartres 2016 (SR)]. However, it is not generally possible to predict the magnitude, or even the direction, of bias in studies with inadequate or unclear random-sequence generation or allocation concealment [Armijo-Olivo 2015 (SR), Bialy 2014 (SR), Bolvig 2018 (SR), Ginnerup-Nielsen 2016 (SR), Hartling 2014 (SR), Koletsi 2016 (SR), Odgaard-Jensen 2011 (SR), Saltaji 2018 (SR), Wang 2021 (SR)].
Implications

Be cautious about relying on the results of non-randomized treatment comparisons (for example, if the people being compared chose which treatment they received). Be particularly cautious when you cannot be confident that the characteristics of the comparison groups are similar. If people were not randomly allocated to treatment comparison groups, ask if there were important differences between the groups that might have resulted in the estimates of treatment effects appearing either larger or smaller than they actually are.
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2.1b Consider whether the people being compared were cared for similarly.

Explanation

If people in one treatment comparison group receive additional treatments or more care and attention ("co-intervention") than people in the other comparison group, differences in outcomes may reflect those differences rather than the effects of the treatments being compared. For example, in a randomized trial of cognitive behavioural therapy (CBT) for hypochondriasis (persistent fear or belief that one has a serious, undiagnosed illness) compared with no cognitive therapy, a detailed letter of advice was sent to the primary care physicians whose patients were allocated to receive CBT [Barsky 2004 (RS), Thomson 2007 (SR)]. Thus, it was not possible to attribute any differences in outcomes to CBT alone since the letter could have altered how the primary care physicians managed patients allocated to CBT. In addition, patients in the CBT group received more attention than those who did not receive CBT. So, it is uncertain how much of the observed difference in outcomes was due to non-specific attention, support, concern, and positive expectation and not specifically to CBT.

Treatment providers who are aware of the treatment to which people are allocated may treat people differently based on their beliefs about the effectiveness of the treatments that are being compared. Their inclinations for or against the treatment can be transferred to the people receiving care and this could have an impact the outcome of interest. One way of preventing co-intervention is to keep treatment providers and patients unaware of ("blind" to) which people have been allocated to which treatment. However, this is not always possible. For example, a randomized comparison of acupuncture to relieve symptoms of irritable bowel syndrome compared three groups prior to administering genuine acupuncture to two of the groups [Kaptchuk 2008 (RS)]. Two groups received sham acupuncture. This blinded the recipients of care, but not the providers. To assess the impact of the providers’ attitudes about the treatment, in one group, the providers were instructed to interact minimally with the patients, explaining that it was “a scientific study” for which they had been “instructed not to converse with patients”. In the other group, they communicated with the patients in a warm, friendly manner, actively listened, showed empathy, and communicated confidence and positive expectation. The third group was put on a waiting list. The proportion of patients reporting adequate relief was 28% in the waiting list group, 44% in the sham acupuncture + minimal interaction group, and 62% in the sham acupuncture + positive communication group.

Basis for this concept

People who can potentially be “blinded” include the people receiving the treatments being compared, the people delivering the treatments, data collectors, people who assess the outcomes, data analysts, the data safety and monitoring committee, and manuscript writers. Because “double blinding” has multiple definitions and is interpreted in different ways [Devereaux 2001 (RS), Schulz 2002], it is best to consider specifically who was blinded and how that could lead to overestimation or underestimation of treatment effects. A systematic review that compared effects in blinded and non-blinded studies in 142 meta-analyses [Moustgaard 2020 (SR)] categorised the comparisons and the potential for “performance bias” (the risk of co-intervention and placebo effects) and measurement bias, based on who was not blinded and the type of outcome. The five categories and corresponding potential biases were:
The review found similar average effects for the two comparisons where there was a risk of performance bias and not measurement bias (comparison 2 and 4). This could reflect limitations of these comparisons, including possible confounding by other characteristics of the trials included in each meta-analysis, a small number of meta-analyses included in each comparison (14 and 13 respectively) and wide confidence intervals. It also is likely that a lack of blinding is sometimes associated with similar estimates, sometimes with overestimates of effects, and sometimes with underestimates of effects.

Another systematic review combined the data from seven studies that investigated the influence of blinding and other characteristics of randomized trials on treatment effect estimates [Savovic 2012b (SR)]. It included 234 meta-analyses containing 1973 randomized trials. It found that, on average, lack of or unclear “double-blinding” (compared to double-blinding) was associated with average treatment effects that were 13% larger – despite differences in definitions of double-blinding. Exaggerated estimates of treatment effects were found primarily for subjective outcomes and not for objective outcomes. The extent to which that was due to measurement bias rather than performance bias is uncertain. Two other reviews have also found that, on average, treatment effects appeared to be exaggerated in randomized studies with lack of unclear implementation of double-blinding [Martin 2021 (SR), Page 2016a (SR)], while other reviews have had inconclusive results [Dechartres 2016 (SR), Wang 2021 (SR)]. One other systematic review found that for subjective outcomes, effect estimates appeared to be exaggerated in trials with lack of or unclear blinding of participants (versus blinding of participants), but not for mortality [Page 2016a (SR)]. In contrast to that review, a systematic review of the association between lack of blinding and mortality results in critical care found slightly larger effect estimates in nonblinded trials [Martin 2021 (SR)]. A possible explanation for this finding is that physicians’ beliefs in a favourable effect of new treatments might influence the timing of their decisions about end-of-life versus life-support practices. All these reviews included comparisons between studies and have a high risk of confounding by other characteristics of the trials included in each meta-analysis.

Within-trial comparisons are at low risk of confounding, when participants are randomized to be blinded or not to be blinded. A systematic review of randomized trials that included sub-studies that randomly allocated patients to be blinded or not blinded included 12 trials in its main analysis [Hróbjartsson 2014a (SR)]. It found that, on average, not blinding patients led to moderately exaggerated effect estimates in randomized trials of complementary and alternative treatments with patient-reported outcomes. It is uncertain to what extent this was due to measurement bias rather than performance bias. There are, however, other studies, like the acupuncture example in the explanation above, that indicate that attention from care providers and their attitudes can sometimes influence outcomes (e.g., [Guyatt 1984 (RS), Kaptchuk 2008 (RS), Thomas 1987 (RS)]). So, if care providers are not blinded, their attitudes for or against a treatment can impact the outcome of interest.

It is not always possible to blind providers and recipients of care in randomized trials, and it is rarely possible in non-randomized studies such as cohort studies or case-control studies. However, it is possible to blind participants in, for example, comparisons of surgical and technical treatments, treatments that involve attention, devices, and physical therapy [Armijo-Olivo 2017 (SR), Monaghan 2021, Wartolowska 2014 (SR)], as well as in drug trials. When blinding is not possible, it is important to consider the possibility that there were differences in the treatments received in the treatment comparison groups besides the treatments being compared.

<table>
<thead>
<tr>
<th>Who was not blinded</th>
<th>Types of outcomes</th>
<th>Potential biases</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Recipients of care</td>
<td>Patient reported</td>
<td>Measurement and performance</td>
</tr>
<tr>
<td>2 Recipients of care</td>
<td>Assessed by blinded observers</td>
<td>Performance</td>
</tr>
<tr>
<td>3 Providers of care</td>
<td>Assessed by providers</td>
<td>Measurement and performance</td>
</tr>
<tr>
<td>4 Providers</td>
<td>Assessed by blinded patients or observers</td>
<td>Performance</td>
</tr>
<tr>
<td>5 Outcome assessors</td>
<td>Outcomes requiring judgement (“subjective”)</td>
<td>Measurement</td>
</tr>
</tbody>
</table>
Implications

Be cautious about relying on the results of treatment comparisons if people in the groups that are being compared were not cared for similarly (apart from the treatments being compared). The results of such comparisons can be misleading.
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2.1c Consider whether the people being compared knew which treatments they received.

Explanation

People in a treatment group may behave differently or experience improvements or deterioration because they know the treatment to which they have been assigned. If this phenomenon is associated with an improvement in their symptoms it is known as a **placebo effect**; if it is associated with a harmful effect it is known as a **nocebo effect**. If individuals know that they are receiving a treatment that they believe is either better or worse than an alternative (that is, they are not “blinded”), some or all the apparent effects of treatments may be due either to placebo or nocebo effects. For example, a systematic review found 10 randomized trials of acupuncture that included both a “no acupuncture” group and a “sham acupuncture” (placebo) group [Hróbjartsson 2014a (SR)]. The non-blinded comparison (of acupuncture compared to no acupuncture) resulted in an overestimate of the effect of acupuncture compared to the blinded comparison (of acupuncture compared to sham acupuncture).

Patients who are aware of the treatment to which they are allocated may also seek additional care or behave differently based on which treatment they receive and their prior beliefs about the effectiveness of the treatment. If they believe a treatment is effective and they are allocated to “no treatment”, they may decide to use the treatment anyway (resulting in “contamination”), to use some other treatment, or to withdraw from the study (resulting in “attrition bias”). For example, in a randomized trial, a new type of counselling to help people lose weight was compared to “usual care”. People allocated to the counselling were satisfied with their allocation, whereas those allocated to usual care were disappointed [McCambridge 2014 (RS)]. Their disappointment may have led some participants to “take control” and change their diet or to seek support elsewhere. This could have resulted in underestimating the effect of the counselling compared to usual care.

Basis for this concept

A systematic review of placebo treatments found 202 studies that randomized participants to a placebo or “no treatment” [Hróbjartsson 2010 (SR)]. On average, across 44 studies that reported yes/no (dichotomous) outcomes there was a small effect, but the effect varied. There was also a small effect on average across studies with patient-reported outcomes, with variation in the effect. In trials that reported pain as an outcome, the effect was very variable. Larger effects were associated with physical placebos, such as sham acupuncture. This is consistent with a systematic review of physiotherapy for pain, which found that trials that compared physiotherapy to a sham treatment had smaller effects than trials that compared physiotherapy to “no treatment” [Ginnerup-Nielsen 2016 (SR)]. Trials with sham surgery have demonstrated that the act of performing surgery can have a large placebo effect [Sihvonen 2013 (RS)].

In the Hróbjartsson review [Hróbjartsson 2010 (SR)], trials with the explicit purpose of studying placebo effects and trials that did not inform patients about the possible placebo treatment also had larger effects. Randomized trials that have evaluated the effects of a placebo with and without the care provider being positive support the finding that what is communicated about a placebo (or a treatment) has an impact on the placebo effect. One trial found a placebo effect with sham acupuncture with minimal communication (compared to being on a waiting list) and an even larger effect with sham acupuncture with positive communication [Kaptchuk 2008 (RS)]. The other trial did not find an effect of a placebo tablet (compared to no placebo) in patients with a variety of different symptoms without a diagnosis, but did find an effect of the general practitioner being positive (with or without the placebo) compared to not being positive [Thomas 1987 (RS)]. These studies suggest that the placebo effect depends on patient expectations and that those expectations are influenced by what is communicated to the patient.
Several systematic reviews have investigated the influence of blinding and other characteristics of randomized trials on effect estimates, as described in the basis for Concept 2.1b. Some have found that, on average, studies with inadequate blinding have larger effect estimates than studies with adequate blinding, primarily for subjective outcomes [Page 2016a (SR), Savović 2012b (SR)], whereas others have had inconclusive results [Dechartres 2016 (SR), Moustgaard 2020 (SR), Wong 2021 (SR)]. The extent to which overestimation of effect sizes in randomized trials with inadequate blinding is due to measurement bias or co-intervention rather than a placebo effect is uncertain. Moreover, these reviews are based on comparisons between studies and have a high risk of confounding by other characteristics of the trials included in each meta-analysis. Consequently, the extent to which comparisons of treatments with inadequate or no blinding of patients are misleading because of placebo effects is uncertain. It likely varies and is difficult to predict. The risk of being misled is probably greater for patient-reported outcomes, such as pain, and likely depends on the patients’ beliefs about the treatments being compared and what they are told.

It is not always possible to blind the people who receive the treatments in randomized trials, and it is rarely possible in non-randomized studies such as cohort studies or case-control studies. When information about whether study participants’ exposure to a treatment is collected retrospectively, apparent treatment effects may be either overestimates or underestimates of an effect or association, because of “recall bias”. For example, a claim that the measles, mumps, and rubella vaccine caused autism in children received a great deal of attention following publication of a fraudulent study. After this, parents of autistic children tended to recall the start of autism as being soon after the child was vaccinated more often than parents of similar children who were diagnosed prior to publication of that study [Andrews 2002 (RS)].

It is possible to blind participants in randomized trials for many different types of treatments, not just in drug trials. For example, participants can be blinded in comparisons of surgical and technical treatments, treatments that involve attention, devices, and physical therapy [Armijo-Olivo 2017 (SR), Monaghan 2021, Wartolowska 2014 (SR)]. When blinding is not possible, it is important to consider the possibility of placebo and nocebo effects, especially for patient-reported outcomes.

Implications

Be cautious about relying on the results of treatment comparisons if the participants knew which treatment they had received. This may have affected their expectations or behaviour. The results of such comparisons can be misleading.
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2.1d Consider whether outcomes were assessed similarly in the people being compared.

Explanation

If a possible treatment outcome is assessed differently in two treatment comparison groups, differences in that outcome may be due to how the outcome was assessed rather than because of the treatments received by people in each group. For example, if outcome assessors believe that a particular treatment works and they know which patients have received that treatment, they may be more likely to record better outcomes in those who have received the treatment. One way of preventing this is to keep outcome assessors unaware of (“blind” to) which people have been allocated to which treatment.

For example, a randomized trial compared laser surgery to medical treatment for patients with angina (chest pain caused by reduced blood flow to the heart) \cite{Oesterle2000RS}. The severity of angina after one year was assessed by the investigators who were aware of treatment assignment (i.e., unblinded) and by trained interviewers who were not aware (blinded). Comparison of the non-blinded investigators’ assessments to the blinded interviewers’ assessments showed that the investigators assessed the angina as being less severe much more often in the laser surgery group than in the medical treatment group. Twenty-eight percent of the apparent angina improvement could be attributed to bias.

Systematic differences in outcome assessment (“measurement bias”) can make treatment effects appear either larger or smaller than they actually are. Blinding is less important for “objective” outcomes, like death, than for “subjective” outcomes, like pain.

Basis for this concept

Comparisons for blinded and non-blinded outcome assessment within randomized trials, like the above example, have been summarised in three systematic reviews \cite{Hrabortsson2012SR, Hrabortsson2013SR, Hrabortsson2014bSR}. For yes/no (dichotomous) outcomes, treatment effects were, on average, larger when assessed non-blinded compared to blinded assessments \cite{Hrabortsson2012SR}. For outcomes that were assessed using a measurement scale, treatment effects were, on average, also larger when assessed non-blinded compared to blinded assessments \cite{Hrabortsson2013SR}. The same was found for time-to-event outcomes \cite{Hrabortsson2014bSR}. But in some situations, treatment effects were smaller when assessed nonblinded compared to blinded. A likely explanation for this is that the new treatment being evaluated was more practical and less expensive than the established treatment, and the investigators’ expectation was that it might not be as beneficial.

Several systematic reviews have investigated the influence of blinding and other characteristics of randomized trials on effect estimates, as described in the basis for Concept 2.1b. Some have found that, on average, studies with inadequate blinding of outcome assessors or inadequate “double blinding” have larger effect estimates than studies with adequate blinding, primarily for subjective outcomes \cite{Page2016aSR, Savovic2012bSR}. Others have had inconclusive results \cite{Dechartres2016SR, Moustgaard2020SR, Wang2021SR}. Because these reviews are based on comparisons between studies, they have a high risk of confounding by other characteristics of the trials included in each meta-analysis. So, the reviews of comparisons within randomized trials provide a more reliable basis for this concept.

Although it is not always possible to blind participants in randomized trials, it generally is possible to blind outcome assessors. However, for some outcome measures, such as patient-reported outcomes, this is not possible if the patients participating in a trial cannot be blinded. It is also sometimes possible to blind outcome assessors in non-randomized studies. When blinding is not possible, it is important to consider the possibility of measurement bias.
Implications

Be cautious about relying on the results of treatment comparisons if outcomes were not assessed in the same way in the different treatment comparison groups. The results of such comparisons can be misleading.
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2.1e Consider whether outcomes were assessed reliably.

Explanation

Some outcomes are easy to assess, such as births and deaths. Others are more difficult, such as depression or quality of life. For treatment comparisons to be meaningful, outcomes that are meaningful to people should be assessed using methods that have been shown to be reliable.

Unreliable outcome measures result in outcome misclassification or measurement error. When misclassification is similar in the groups of people being compared (“non-differential”), this tends to lead to underestimation of effects. For example, a vaccine cannot be expected to protect against infections other than those for which it was developed. So, for example, influenza vaccines are less effective for preventing ‘influenza-like’ illness (much of which is not caused by influenza viruses) than for preventing influenza that is confirmed by a laboratory test [Demicheli 2018 (SR)]. As the proportion of influenza-like illnesses that are caused by influenza viruses decreases, the difference will increase between the effects of vaccines on influenza-like illness and laboratory confirmed influenza.

Basis for this concept

Non-differential (unbiased) misclassification of outcomes has been shown to lead to underestimation of treatment effects in simulations and research studies [Blackwelder 1991 (RS), Copeland 1977, De Smedt 2018, Hunnicutt 2016 (SR), Petersen 2021 (SR), Rogers 2006 (RS), Walraven 2018 (RS)]. Underestimation of effects increases as the accuracy of the assessment decreases and as the occurrence of the outcome decreases.

Non-randomized studies of the association between treatments (and other factors) and outcomes mention the concept of measurement error in about half of the studies published in top-ranked journals [Brakenhoff 2018 (SR)]. An additional problem in non-randomized studies is error in measuring exposure to the treatments being studied and to confounders. Unlike treatment outcome measurement error, exposure measurement error does not always lead to underestimation of effects. Few studies investigate the impact of measurement error, so it is difficult to judge the robustness of the reported effect estimates.

A target is often used to explain the difference between precision or the extent of random errors (sometimes referred to as reliability) and “validity” or systematic errors (sometimes referred to as accuracy) in outcome measures or diagnostic tests (Figure).

For self-reported outcomes, systematic errors can be caused by social desirability bias [Althubaiti 2016]. Self-reporting of an outcome (or a treatment, in non-randomized studies) can be influenced by social desirability or approval, especially when anonymity and confidentiality cannot be guaranteed. For example, self-reporting of behaviours such as diet, smoking, sexual behaviours, drug use, or compliance with a prescribed treatment can be influenced by the study participants’ perceptions of what the investigators or others view
as good or bad behaviour. This can result in over-reporting of “good behaviours” and underreporting of “bad behaviours”.

Measuring outcomes that are important to patients often depends on patient-reported outcomes [Calvert 2013, Garratt 2002 (SR), Johnston 2021]. When patient-reported quality of life is reported in randomized trials, the reported effects on quality of life sometimes are not in agreement with the primary outcome measures [Contopoulos-loannidis 2009 (SR)].

However, for estimates of the effects of treatments on patient-reported outcomes to be reliable, the patient-reported outcome measures used must be reliable and valid [Gagnier 2021]. Outcomes that are measured using an outcome measure that has not been shown to be reliable and valid can result in misleading effect estimates. For example, randomized trials of treatments for schizophrenia that used unpublished outcome measures were more likely to report that a treatment was superior to the comparison (control) treatment compared to trials that had used a published (evaluated) outcome measure [Marshall 2000 (SR)].

Patient-reported outcome measures do not always reflect what is meaningful and important to patients. It is important to ensure that patients understand them and that they capture what is important to them. For example, the McGill Pain Questionnaire is widely used in randomized trials, however it was developed for clinician reporting and never underwent qualitative evaluation with direct patient input. Interviews with patients likely would have revealed difficulties understanding the options for responding to the question “How strong is your pain?” than the ones that are used (1 Mild, 2 Discomforting, 3 Distressing, 4 Horrible, 5 Excruciating) [Basch 2011].

It is also important that patient-reported outcome measures are comprehensive include all aspects of an outcome that are important to patients and relevant (do not include aspects that are unimportant or irrelevant). For example, a systematic review of patient-reported outcome measures for postpartum recovery included 15 outcome measures [Sultan 2021 (SR)]. The obstetric-specific outcome measures included between four and 12 aspects (“domains”) of outpatient postpartum recovery. They were all missing at least one domain, such as pain, psychosocial distress, sleep, motherhood experience, fatigue, or sexual function. On the other hand, some outcome measures include domains that are unlikely to be relevant in some settings, such as “satisfaction with pollution” and “satisfaction with transportation”.

The number of patient-reported outcome measures is growing rapidly, and there are now well over 1,000 systematic reviews of those measures [COnsensus-based Standards for the selection of health Measurement INstruments (COSMIN) 2019]. Variation in the outcome measures that are reported in different comparisons of the same treatments makes it difficult to synthesise and interpret the results in systematic reviews. A core outcome set is a standardised set of outcomes, agreed by stakeholders, including patients that should be the minimum outcomes measured and reported in all trials in particular health areas [Matvienko-Sikar 2021 (SR)]. Core outcome sets are often not used or reported in randomized trials. Greater use of core outcome sets could improve evaluations of treatment effects and systematic reviews. Use of core outcome sets could also reduce the risk of selective outcome reporting (see Concept 2.2b), enhance research transparency, and help to ensure that important outcomes are assessed using reliable outcome measures.

**Implications**

Be cautious about relying on the results of treatment comparisons if outcomes have not been assessed using methods that have been shown to be reliable.
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2.1f Consider whether outcomes were assessed in all (or nearly all) the people being compared.

Explanation

People in treatment comparisons who are not followed up to the end of the study may have worse outcomes than those who completed follow-up. For example, they may have dropped out because the treatment was not working or because of side effects. If those people are excluded from the comparison, the findings of the study may be misleading.

For example, in a randomized trial of hip protectors for preventing hip fracture, about 20% of participants were lost to follow-up [Dumville 2006 (RS)]. The authors dealt with this problem for the main outcome (hip fracture) by accessing the general practice records of patients who were lost to follow-up. However, for other outcomes, such as quality of life, the necessary information had not been recorded, so this was not possible. Therefore, effect estimates for those outcomes could be misleading. Slightly more participants were lost to follow-up in the group assigned to use hip protectors than in the group assigned not to use hip protectors (28% versus 22%). This difference increased the likelihood that participants in the comparison groups were no longer similar, even though they were similar at the start of the trial, as would be expected with random allocation (see Concept 2.1a). By looking at the baseline characteristics of study participants, one can see, for example, that more volunteers, people with poor or fair health, and people with a previous fracture had been lost from the control group than had been lost from the intervention group. It is possible to adjust for those variables in statistical analyses of the results. However, because differences in attrition are difficult to predict, such analyses are rarely planned. Moreover, adjustment can only be made for variables (potential confounders) that have been measured at baseline. Thus, the apparent effect of hip protectors on quality of life is far less certain than the effect on hip fractures.

Basis for this concept

Loss to follow-up in randomized trials can make the results misleading if the unavailability of data is associated with the likelihood of outcome events. Substantial loss to follow-up can lead to overestimates or underestimates of treatment effects. A systematic review of randomized trials published in the top five medical journals found that plausible assumptions regarding outcomes of patients lost to follow-up could change the interpretation of results of as many as one-third of the included trials [Akl 2012 (SR)].

Several systematic reviews have found that, on average, randomized trials reporting higher levels of attrition (loss to follow-up) were likely to overestimate treatment effects compared to trials with lower levels of attrition [Armijo-Olivo 2021 (SR), Armijo-Olivo 2020 (SR), Nüesch 2009 (SR)]. Other systematic reviews have reported underestimation of effects or inconclusive findings about the association between attrition and effect sizes [Hartling 2014 (SR), Page 2016a (SR), Savovic 2012b (SR), Wang 2021 (SR)]. All these reviews included comparisons between studies and have a high risk of confounding by other characteristics of the studies that were compared. Nonetheless, they are consistent with the logical explanation of how excluding people who were lost to follow-up can be misleading, and it is likely that the direction and magnitude of bias due to attrition varies [Nüesch 2009 (SR)].

Most randomized trials report the number of participants lost to follow-up, but many do not report analyses that take account of loss to follow-up or assess the robustness of analyses that exclude participants who were lost to follow-up [Barretto Dos Santos Lopes Batista 2019 (SR), Wood 2004 (SR)]. The best way to prevent “attrition bias” is through efforts to retain participants in studies [Gillies 2021 (SR)].

Missing data from loss to follow-up can be dealt with statistically by various methods including, for example, imputing values based on assumptions about the missing data to give a conservative estimate of the treatment effect. However, the risk of bias still remains when trials do not collect adequate data to yield
accurate estimates [Hollis 1999 (SR)], and even small numbers of participants lost to follow-up can have an impact on the results of treatment comparisons [Walsh 2015].

Implications

Be cautious about relying on the results of treatment comparisons if many people were lost to follow-up, or if there was a big difference between the comparison groups in the proportions of people lost to follow-up.
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2.1g Consider whether people’s outcomes were analysed in the group to which they were allocated.

Explanation

Random allocation to treatment comparison groups helps to ensure that people in the comparison groups have similar characteristics before they receive treatment (see Concept 2.1a). However, people sometimes do not receive or take the treatment allocated to them. The characteristics of such people often differ from those who do take the treatments allocated to them. Excluding from the analysis people who did not receive the treatments allocated to them may mean that like is no longer being compared with like. This may lead to an underestimate or an overestimate of treatment differences relative to what would have been the case if everyone had received treatment that had been intended for them.

For example, in a comparison of surgery and drug treatments, people who die while waiting for surgery should be counted in the surgery group, even though they did not receive surgery. This may seem counter-intuitive. But if they are excluded and people who die during the same time in the drug group are not excluded, it will not be a fair comparison.

The New York Health Insurance Plan (HIP) randomized trial of screening for breast cancer provides a striking illustration of how people who comply with a treatment (in this case, screening mammography) may be different from those who do not. The study found similar numbers of deaths after five years among women offered screening and those who were not offered screening (Table) [Shapiro 1977 (RS)]. Some women offered screening chose not to be screened. If those women are excluded from the comparison, it appears that there were fewer deaths in the screened group compared to the women who were not offered screening (22 versus 30 per 1,000 women). However, that comparison is misleading because there were important differences between the women offered screening who chose to be screened and those who chose not to be screened. Those differences resulted in almost twice as many deaths among women who chose not to be screened compared to women who chose to be screened (40 versus 22 per 1,000 women).

Table. Total number of deaths after five years in the HIP randomized trial of breast cancer screening*

<table>
<thead>
<tr>
<th>Comparison group</th>
<th>Group size</th>
<th>Deaths per 1,000 women</th>
</tr>
</thead>
<tbody>
<tr>
<td>Offered screening</td>
<td>31,000</td>
<td>28</td>
</tr>
<tr>
<td>Chose to be screened</td>
<td>20,200</td>
<td>22</td>
</tr>
<tr>
<td>Chose not to be screened</td>
<td>10,800</td>
<td>40</td>
</tr>
<tr>
<td>Not offered screening</td>
<td>31,000</td>
<td>30</td>
</tr>
</tbody>
</table>

* Data from Table 1 in [Freedman 2004].

Basis for this concept

A systematic review of randomized trials published in the top five medical journals reported the results in three ways [Mostazir 2021 (SR)]:

1) Including outcomes in all the study participants allocated to each of the treatment comparison groups (“intention-to-treat” analysis)

In this analysis, study participants who dropped out of the study, did not adhere to the study treatment to which they were allocated, or even took the wrong study treatment, are included in the treatment comparison group to which they were randomly allocated.

2) Only including outcomes in participants who adhered to the trial protocol, including the treatment to which they were allocated (“per-protocol” analysis).
The aim of this analysis is to answer the question: “What is the effect if participants are fully compliant?” However, because it excludes participants who were not compliant, the treatment comparison groups will no longer be similar if the people who do not comply and are not included in the analysis, as illustrated by the breast cancer screening example above.

3) Using a statistical model to compare people who complied in the “treatment group” to people in the “control group” who would have complied to the study treatment (using the “complier average causal effect” (CACE) method).

On average, the “per-protocol” analyses generated larger estimates of treatment effects than the intention-to-treat analyses. Differences between the two analyses increased with increasing degrees of non-compliance. However, the CACE effect estimates were similar to the intention-to-treat estimates, suggesting that the “per-protocol” analyses likely overestimated the impact of non-compliance on the intention-to-treat effect estimates. In other words, they were biased.

Other systematic reviews have compared the results of randomized trials that included all participants in the analysis (intention-to-treat) to the results of trials comparing the same treatments but after excluding some participants. These reviews have found that, on average, trials that did not report intention-to-treat analyses over-estimated or under-estimated treatment effects compared to those that used intention-to-treat analyses [Abraha 2015 (SR)] treatment effects [Armijo-Olivo 2021 (SR)]. Other reviews were inclusive about the average impact of excluding participants [Balk 2002 (SR), de Almeida 2019 (SR), Siersma 2007 (RS), van Tulder 2009 (SR)], or found that this often resulted in biased estimates of treatment effects, but the extent and direction of bias was unpredictable [Nüesch 2009 (SR)]. One systematic review found that many systematic reviews of the effects of treatments include at least one randomized trial that did not report an intention-to-treat analysis, and that those trials were more likely to have “positive” (“statistically significant”) findings, industry sponsorship, and authors with conflicts of interest [Abraha 2017 (SR)]. All the reviews that compare randomized trials, have a high risk of confounding by other characteristics of the trials. Nonetheless, they support the logical arguments for being cautious about analyses of randomized trials that exclude some participants from the treatment group to which they were allocated.

Implications

Be cautious about relying on the results of treatment comparisons if patients’ outcomes have not been counted in the group to which the patients were allocated.
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2.2 Reviews of the effects of treatments should be fair.

2.2a Consider whether systematic methods were used.

Explanation

A **systematic review** is a summary of research evidence (studies) which uses systematic and explicit methods to summarise the research on the effects of a treatment (or some other topic). A systematic review addresses a clearly formulated question using a structured approach to identify, select, and critically appraise relevant studies, and to collect and analyse data from the studies that are included in the review. Systematic reviews begin with **protocols**, which should be registered and searchable in registries such as Prospero *[Booth 2012]*.

Even reviews that purport to be systematic may not be. Reviews that do not use systematic methods may result in **biased** or imprecise estimates of the effects of treatments because the selection of studies for inclusion may be biased, or the methods may result in some studies not being found. In addition, the appraisal of the quality of some studies may be biased, or the synthesis of the results of the selected studies may be inadequate or inappropriate.

For example, if a systematic review of giving blood thinners to patients with an acute heart attack had been done in the late 1970s, it would have established the effectiveness of that treatment about 10 years before the results a very large **randomized trial** became available *[Antman 1992 (SR)]*. If those results had been acted upon, thousands of premature deaths could have been avoided. Instead, recommendations were based on unsystematic reviews of the evidence. Similarly, the harmful effects of medicines to reduce heart rhythm abnormalities in patients with an acute heart attack could have been recognised years earlier. And thousands of deaths caused by those medicines could have been prevented if those results had been acted upon.

Basis for this concept

Many reviews of the effects of treatments are unsystematic. For example, a systematic review of reviews of two treatments for arthritis found that 91% of 281 published reviews were unsystematic and did not report methods and conflicts of interest in sufficient detail *[Roundtree 2009 (SR)]*. A “cumulative **meta-analysis**” starts with the results of the first study evaluating a treatment, typically a **randomized trial**, and adds other studies one at a time. This shows how the overall effect estimate changes as each new study is added. A systematic review of more than 1,500 cumulative meta-analyses shows that, had researchers systematically assessed what was already known, some beneficial and harmful effects of treatments (such as blood thinners and medicines to reduce heart rhythm abnormalities for acute heart attacks) could have been identified earlier than they were. This could have reduced unnecessary research as well as improving health outcomes *[Clarke 2014 (SR)]*.

A review of reports of 1,523 trials published from 1963 to 2004 found that fewer than 25% of preceding trials were cited *[Robinson 2011 (SR)]*. Other research has shown that authors selectively cite studies based on their results when research is not systematically reviewed *[Duyx 2017 (SR), Leng 2018 (RS), Urlings 2019 (RS), Urlings 2021 (RS)]*. Explicit criteria for deciding which studies to include in a review, adequate searches for studies, and efforts to minimize error in selecting studies can reduce selective inclusion of studies in research reviews. In contrast to selective citation of research in unsystematic reviews, a review of a random sample of systematic reviews did not find evidence of selective inclusion of studies *[Page 2016 (RS)]*. 
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The starting point for a systematic review is a clearly formulated question. A widely used framework for this is PICO, which stands for Population, Intervention (treatment), Comparator (comparison treatment), and Outcomes [Cumpton 2020, Huang 2006 (RS)]. In addition to being helpful formulating the question, this framework can be helpful for specifying inclusion criteria for studies, designing search strategies for finding relevant research, and extracting and analysing data from included studies.

To avoid missing relevant studies, it is important to conduct an adequate search, particularly using bibliographic databases [Ewald 2020 (RS), Lefebvre 2021, Marshall 2019 (RS)]. People can easily make errors when screening the results of searches to decide which studies to include and extracting data from those studies [E 2020 (RS), Gartlehner 2020 (RS), Robson 2019 (SR), Waffenschmidt 2019 (SR), Wang 2020 (SR)].

Having two people screen and select studies for inclusion, extract data from included studies, and assess the risk of bias in included studies can reduce those errors. Increasingly, automation is being used to do this, with the potential to save time and increase accuracy [Scott 2021 (RS), Tsafnat 2014 (OR)]. Using statistical or structured methods to synthesise study results can reduce errors such as giving inappropriate weight to studies that support the authors’ prior views or being misled by inappropriate analyses such as vote counting (counting the number of “positive” and “negative” studies [Oxman 1994]. Once the results have been reliably summarised, it is important to interpret and report the results without misrepresentation of the findings (spin) [Page 2021, Rucker 2021 (SR)].

There is an endless amount of information on the Internet about treatments. However, most of that information is not based on systematic reviews and there is a lot of misinformation. A review of English language websites intended for patients and the public, which provide information on a broad scope of treatments found two sources that provide information about treatments that is explicitly based on systematic reviews [Oxman 2019 (SR)]. Sources such as those are essential, to make it easy for people to find reliable information about the effects of treatments. Although an increasing number of systematic reviews are being published, many are poorly conducted and reported [Page 2016b (SR), Rosenberger 2021 (SR)]. The results of reliable systematic reviews can be difficult for most people (including health professionals) to find without user-friendly sources of information about the effects of treatments that is based on reliable, up-to-date systematic reviews.

**Implications**

Whenever possible, use up-to-date systematic reviews of fair comparisons to inform decisions rather than non-systematic reviews of fair comparisons of treatments.
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2.2b Consider whether unpublished results were considered.

Explanation

Many fair comparisons are never published, and outcomes are sometimes left out from those that are published. Those that are published are more likely to report favourable results. Consequently, reliance on published reports alone sometimes results in the beneficial effects of treatments being overestimated and the adverse effects being underestimated.

For example, among trials of antidepressant drugs submitted to the U.S. Federal Drug Administration (FDA) or the Swedish drug regulatory authority, efficacy trials reporting positive results and larger effect sizes were more likely to be published subsequently. A review of trials supporting new medicines approved by the FDA between 1998 and 2000 found that over half of all supporting trials for FDA-approved drugs remained unpublished more five or more years after approval [Lee 2008 (RS)]. Selective reporting of trial results was found for commonly marketed medicines.

Biased under-reporting of research is a major problem that is far from being solved. It is scientific and ethical malpractice and wastes research resources. Selective reporting is an important reason why fair comparisons of treatments should begin with protocols that are registered and searchable in registries such as clinicaltrials.gov. This can also help to reduce selective reporting of some outcomes but not others in published reports, depending on the nature and direction of the results.

Basis for this concept

Many registered trials (comparisons of treatments) are not published [Chapman 2014 (SR), Hopewell 2009 (SR)]. A systematic review of publication bias found five studies that examined the association between trial results and publication of registered trials [Hopewell 2009 (SR)]. The studies compared publication of trials with “positive findings” (that were “statistically significant”, perceived to be important or striking, or indicating a desirable treatment effect) and with “negative findings” (that were not “statistically significant”, perceived to be unimportant, or indicating an undesirable treatment effect or lack of effect). It found that trials with positive findings were nearly twice as likely to be published as studies with negative findings. Two studies that examined time-to-publication found that among the published trials, trials with positive findings tended to be published after four to five years compared to those with negative findings, which were published after six to eight years. A more recent systematic review found 20 studies and also found strong evidence of publication bias [Dwan 2013 (SR)]. A systematic review of comparisons between the results of trials found in “grey literature” (e.g., conference abstracts, research reports, book chapters, dissertations, policy documents, personal correspondence) compared to trials found in journals observed that published trials also tend to have larger effects than trials found in the grey literature [Hopewell 2007 (SR)]. When not recognised and addressed in systematic reviews, publication bias can sometimes result in overestimation of effects [Schwab 2021 (SR)].

Discrepancies between the outcomes that researchers say they will measure in trials and what they report are common [Fleming 2015 (SR), Jones 2015 (SR)]. Outcome reporting bias occurs when researchers select for publication a subset of the original recorded outcomes based on knowledge of the results. Comparisons between trial protocols and reports of results have shown that outcomes are more likely to be reported when there is a “statistically significant” effect than when there is a “statistically nonsignificant effect” [Dwan 2013 (SR)]. When not recognised and not addressed in systematic reviews, outcome reporting bias can result in overestimation of treatment effects [Kirkham 2018, Kirkham 2010 (RS)].

Requiring researchers to register trials in databases such as clinicaltrials.gov has helped to address and reduce publication and reporting bias but has not eliminated the problem [Baudard 2017 (SR), Dechartres...
It is important that systematic review authors address these risks [Kirkham 2018].

Implications

Be aware of the possibility of biased underreporting of fair comparisons and assess whether the authors of systematic reviews have addressed this risk.
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2.2c Consider whether treatments were compared across studies.

Explanation
For many conditions (e.g., depression) there are more than two possible treatments (for example, different medicines, or types of psychotherapy). Only very rarely are all the possible treatments for a condition compared in a single study, so it may be necessary to consider indirect comparisons among treatments. For example, there may be comparisons of drug A with placebo and comparisons of drug B with placebo, but no studies that compare drug A with drug B directly. In this case, indirect comparisons among studies may be needed to inform a decision about whether to use drug A or drug B. However, there can be important differences between the studies examined in addition to the treatments they assessed, for example, differences in characteristics of the participants, or the way the comparisons were done, or in the outcome measures used. These differences can result in misleading estimates of treatment effects.

A systematic review of different doses of aspirin illustrates the problem with indirect comparisons [Guyatt 2011b]. The authors found five randomized trials that compared aspirin with placebo to prevent graft occlusion after coronary artery bypass surgery. Two trials tested medium-dose and three low-dose aspirin. Based on the indirect comparison, the relative risk reduction for medium-compared to low-dose aspirin was 0.74 (95% confidence interval 0.52 to 1.06; \( P = 0.10 \)) suggesting the possibility of a larger effect with medium-dose aspirin. However, there are other characteristics of the trials that might be responsible for any differences found (or undetected differences that might exist). Compared with the low-dose trials, the patients included in the medium-dose trials may be different, interventions other than aspirin may have been differently administered, and outcomes may have been measured differently (e.g., dissimilar criteria for occlusion or different durations of follow-up). Differences in study methods and the risk of bias may also explain the results.

Basis for this concept
Indirect comparisons are non-randomized, even though they are based on two or more randomized trials. For indirect comparisons to be reliable, patient and other characteristics of the treatment comparisons must be similar across the trials included in the indirect comparison. As with other types of non-randomized studies, it is only possible to control for characteristics (confounders) that might modify the effects of treatments that are known, measured, and reported (see Concept 2.1a). Therefore, indirect comparisons can sometimes either overestimate or underestimate treatment effects [Bucher 1997, Song 2003 (SR)]. Informal indirect comparisons – e.g. assuming that drug A is more effective than drug B simply because drug A had a larger effect compared to placebo than drug B – can be misleading and should be avoided [Song 2009 (SR)]. A systematic review of meta-analyses of randomized trials found that appropriately analysed indirect comparisons usually, but not always, agreed with those of direct comparisons [Song 2003 (SR)]. The reliability of the indirect comparisons depended on the risk of bias in the trials and the similarity of the trials.

However, there are often more than two treatment options for a condition and unreliable or no direct comparisons of all the treatments. When this is the case, indirect comparisons may provide the best available evidence to inform decisions. An increasing number of systematic reviews of multiple treatments for a condition use what is called “network meta-analysis” to evaluate the comparative effectiveness of multiple treatments. For each pair of treatments, these analyses combine effect estimates from direct and indirect comparisons. As with any systematic review, the reliability of estimates of treatment effects from network meta-analyses depends on the methods used to identify, select, critically appraise, and collect data from relevant studies (see Concept 2.2a). In addition, the reliability of effect estimates, and the ranking of treatments, depends on assessing the similarity of the included trials (apart from the treatments being compared and the consistency of direct and indirect effect estimates) [Brignardello-Petersen 2018, Jansen 2014, Mills 2012, Puhan 2014].
Network meta-analyses rely on the assumption that the different sets of studies included in the analysis are similar, on average, in all important factors that may affect the relative effects [Chaimani 2021], including characteristics of the participants, interventions, and outcome measures. This assumption cannot be tested statistically, but it is sometimes possible to adjust for potential confounders [Efthimiou 2016 (SR), Hutton 2015, Jansen 2013]. Otherwise, it must be assessed conceptually, based on what is known about potential confounders and what information is available from the trials.

Direct and indirect evidence for a treatment comparison should be combined only when the effect estimates are similar [Hutton 2015]. Statistical tests can be used to assess whether differences in effect are greater than could be expected to occur by chance. However, the tests have limited ability (“power”) to confirm that differences are larger than could be expected by chance. On the other hand, when multiple tests are undertaken, a few may indicate inconsistency simply by chance. A systematic review found 112 trial groups of trials that included both a direct and indirect comparison of two treatments [Song 2011 (SR)]. The direct and indirect comparisons were inconsistent 14% of the time, suggesting that inconsistency may be more common than in the previous systematic review noted above [Song 2003 (SR)]. However, assessments of inconsistency may differ depending on the test that is used, the effect measure used in the analysis, and how much variation there is in effect estimates from different studies [Veroniki 2013 (SR)].

**Implications**

Indirect comparisons are sometimes needed to inform treatment choices. In these circumstances, careful consideration should be given to differences between the studies besides the treatments that were compared.
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2.2d Consider whether important assumptions were tested.

Explanation

Sometimes treatment claims are based on chains of evidence, or models. For example, the effects of using a diagnostic test may depend on how accurate the test is, assumptions about what will be done based on the test results, and evidence of the effects of what is done. Similarly, evidence of the effects of public health and health system policies sometimes comes from models that combine different types of studies and assumptions; and assumptions are sometimes made when fair comparisons are combined in systematic reviews. When treatment comparisons depend on assumptions, it is important to consider their basis and to test how sensitive the results are to plausible changes in the assumptions made. For example, a model used to compare the effects of using different diagnostic tests on outcomes that are important to patients might require assumptions about what actions doctors or patients will take, based on test results. If that is uncertain, it is important to consider whether changing the assumptions has a substantial impact on the estimated difference in outcomes important to patients.

During and prior to the Covid-19 pandemic there have been few randomized trials of public health measures used to control spread of infections, such as school closures [Glasziou 2021]. As a result, estimates of the effects of those interventions have frequently been based on models and non-randomized studies. The modelling studies make many different assumptions and often suggest different effects. For example, some modelling studies have suggested that school closures can reduce community transmission of the coronavirus, while others disagree [Walsh 2021 (SR)]. These models depend on many assumptions, and changes in these assumptions can change the results. Different models make different assumptions about per-contact transmission probabilities, how many parents go to work or work at home when schools are closed or opened, changes in contacts outside of home because of schools closing or opening, what other protective measures are in place, what happens during holidays, what proportion of infected people have symptoms, how long they are infected before they have symptoms and are tested, how long the symptoms last, contact tracing, how many people without symptoms are tested, the accuracy of testing, delays in getting test results, and compliance with and effects of isolation and quarantine. Because of all these assumptions and important uncertainty about many of them, the results of these modelling studies are very uncertain.

Early in the pandemic, some assumptions were empirically informed, such as how populations are distributed spatially. However, other assumptions were seemingly anecdotal, such as an assumption that children were twice as likely as adults to transmit the coronavirus. That assumption helped justify school closures. However, subsequent epidemiological studies suggested, if anything, children may be less likely to transmit the virus [Reddy 2020]. In addition, some models did not consider health consequences beyond deaths from coronavirus or how social and economic consequences might affect health. Models can be helpful when there is extreme uncertainty, but it is important to recognise their limitations and uncertainty.

Basis for this concept

Many different types of models are used to estimate treatment effects. One type is marginal structural models, which are increasingly used in analyses of routinely collected data. These models take account of confounders arising during follow-up when patients switch or stop treatments, as well as baseline differences. Like all non-randomized study designs, the underlying assumption is that all relevant confounders are known, measured, and correctly integrated in the analyses. A systematic review compared treatment effects found in marginal structural model studies with those found in randomized trials for mortality and other outcomes [Ewald 2020 (SR)]. The review found important differences, including effects going in the opposite direction for eight of the 19 included comparisons.
New medicines are normally approved for marketing based on the results of randomized trials. A systematic review of medicines that were approved for marketing without randomized trials found that the majority of models that were used to estimate effects were based on “historical controls” (how patients were treated in the past) without any adjustment for differences in patient population (see Concept 1.2e), with a high risk of bias [Hatswell 2017 (SR)].

Modelling studies combine information from a variety of sources to compare treatments. Expert judgement is often used when there is limited or conflicting evidence about a variable or “parameter” included in a model. Systematic reviews of the use of expert judgements in modelling studies in health research and in health technology assessments found extensive use of expert judgement, but most modelling studies did not provide adequate details of how expert judgements were elicited [Cadham 2021 (SR), Grigore 2013 (SR)]. This makes it difficult to assess the reliability of those judgements and the findings of the modelling studies. Expert judgements may be misleading due to cognitive biases, overconfidence, and the choice of experts [Morgan 2014]. To reduce the risk of misleading judgements, there should be a protocol for selecting experts, helping them make systematic and transparent judgements, and combining (or not combining) judgements from different experts [Morgan 2014, Schunemann 2019] (See Concept 1.4c).

When direct evidence is lacking, models can be used to link together evidence of the effects of screening (see Concept 1.3e) or diagnostic tests on outcomes that are important to people [Petitti 2018]. However, these models also can be misleading [Koleva-Kolarova 2015 (SR)]. Overall, the certainty of these models corresponds to the certainty of the weakest link in the chain of evidence [Schünemann 2019].

Modelling is unavoidable in evaluations of the cost-effectiveness of treatments and decision analyses [Buxton 1997]. However, these models can be misleading. For example, a systematic review of models assessing the cost-effectiveness of antipsychotic medication for schizophrenia found 60 models [Jin 2020 (SR)]. The models varied greatly, and the quality of the models was generally low due to failure to capture the health and cost impact of adverse effects and input data from the best available source.

Challenges with modelling studies include choosing which technique to use (and not making an arbitrary or biased choice), avoiding arbitrary (or biased) ranges for variables (parameters) when examining the impact of uncertainty, and making details of the model available when that is in conflict with the “intellectual property” generated by a substantial investment in developing a model [Caro 2012]. The trustworthiness of a model depends on transparency and validation [Eddy 2012]. Unfortunately, both are often lacking, making it difficult to judge how much confidence can be placed in the findings of a model. Sensitivity analyses can be used to assess the uncertainty of a model from the assumptions that are made. Sources of uncertainty include uncertainty about the values or data used as input for each variable (parameter) in the model, uncertainty about the model (how the variables are combined), and uncertainty about how the model compares to other models using different methods). A systematic review of 406 cost-effectiveness analyses found that most analyses only addressed one of those sources of uncertainty (most often uncertainty about the variables) and that sensitivity analyses were often poorly reported [Jain 2011 (SR)].

In summary, modelling studies can provide valuable information about the effects of treatments and treatment choices, but when they are used to assess the effects of treatments or to inform decisions, their reliability and uncertainty need to be carefully assessed and reported [Briggs 2012, Brozek 2021, Egger 2017].

Implications

Whenever treatment comparisons depend on assumptions, consider whether the assumptions are well-founded and how sensitive the results are to plausible changes in the assumptions that are made.
2.3 Descriptions of effects should clearly reflect the size of the effects.

2.3a Be cautious of verbal descriptions alone of the size of effects.

Explanation
A treatment effect (a difference in outcomes in a comparison) is a numerical concept, but it may be difficult to understand quantitative information about the effects of treatments. Qualitative (descriptive) labels may be easier to understand and can be helpful. However, qualitative descriptions of effects may mean different things to different people, for example, saying that a treatment will ‘slightly reduce’, ‘reduce’, or ‘greatly reduce’ the likelihood of an undesirable outcome; or that a side effect is ‘frequent’ or ‘rare’. In addition, verbal descriptions of treatments can be manipulative, for example, promising ‘amazing results’ or describing treatments as ‘natural’, implying that they are safe because of that.

Patients’ perceptions of verbal descriptions of effects can affect their decisions. For example, a randomized comparison of verbal descriptors suggested by the European Union, such as “common” and “rare” compared to numerical descriptions found that those verbal descriptions were associated with overestimation of the likelihood of side effects [Knapp 2004 (RS)]. Patients shown verbal descriptions had more negative perceptions of the medicine than those shown numerical descriptions, and they were more likely to say that the information would affect their decision to take the medicine.

Basis for this concept
Verbal expressions of uncertainty or probability often mean different things to different people and some verbal expressions may be easier to understand than others [Knapp 2004 (RS), Mazur 1991 (RS), Morgan 2014, Trevena 2006 (SR), Visschers 2009 (SR), Wills 2003 (SR), Zipkin 2014 (SR)]. Use of consistent language that has been tested can improve the understanding, usability, and usefulness of information about intervention effects [Glenton 2010 (RS), Santesso 2015 (RS)].

Words may be easier to understand than numbers, and words used to express probabilities may be ordered consistently, but because their interpretation is highly variable, they may result in inappropriate perceptions and decisions [Burkell 2004 (OR), Knapp 2004 (RS), Kong 1986 (RS), Lipkus 2007 (OR), Wills 2003 (SR)]. Numbers are more accurate, but many people have poor numeracy skills and may have problems understanding effect estimates [Lipkus 2007 (OR), Trevena 2006 (SR)]. People differ in their preferences for words, numbers, or both [Wills 2003 (SR)]. Combinations of words and quantitative presentations are likely to have advantages over quantitative presentations alone as this can help to interpret and ensure understanding of numbers [Lipkus 2007 (OR), Oxman 2020 (OR)]. Carefully designed tables that summarise estimates of treatment effects from a systematic review are perceived as understandable and useful, and they can improve how quickly people find key information, understanding, accurate perceptions of effects, and choices [Brandt 2017 (RS), Rosenbaum 2010a (RS), Rosenbaum 2010b (RS), Santesso 2015 (RS), Schwartz 2009 (RS)].

Implications
A verbal description of a treatment effect can be helpful, but it should be considered together with quantitative information about the size of the effect. Be wary of manipulative use of language in descriptions of treatment effects.
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2.3b Be cautious of relative effects of treatments alone.

Explanation

Relative effects are ratios, for example, the ratio of the probability of an outcome in one treatment group compared with that in a comparison group. They are insufficient for judging the importance of the difference (between the frequencies of the outcome). A relative effect may give the impression that a difference is more important than it actually is when the likelihood of the outcome is small to begin with. For example, if a treatment reduces the probability of getting an illness by 50% but also has harms, and the risk of getting the illness is 2 in 100, receiving the treatment may be worthwhile. If, however, the risk of getting the illness is 2 in 10,000, then receiving the treatment may not be worthwhile even though the relative effect is the same.

Absolute effects are differences, for example, the difference between the probability of an outcome in one treatment group compared with that in a comparison group. The absolute effect of a treatment is likely to vary for people with different baseline risks. Facemasks, for example, may have dramatically different effects depending on the baseline risk of infection [Schünemann 2020]. Facemasks reduce transmission of viruses, including coronavirus, but it is uncertain how effective they are for preventing Covid-19 infections [Chu 2020 (SR), Glasziou 2021, Talic 2021 (SR), Vestrheim 2020 (SR)]. If we assume a 40% relative reduction in the number of new Covid-19 infections, it is possible to estimate the absolute effect for different baseline risks (see the table below). If the baseline risk is zero, it does not make a difference whether facemasks are used. The number of new infections is zero either way. If there is a low baseline risk, for example in the community when the incidence of Covid-19 is low (and not increasing), the difference is small (about eight fewer new infections if 10,000 people used facemasks for about two months). On the other hand, if the baseline risk is high, say for healthcare workers exposed to patients with Covid-19, the difference is much larger (about 700 fewer new infections per 10,000 people). In fact, the relative effect may also be larger for healthcare workers, if they use medical facemasks (rather than cloth masks), have training, and more often use facemasks correctly compared to people in the community. The absolute effect would also then be larger.

<table>
<thead>
<tr>
<th>Baseline risk</th>
<th>Risk with facemasks</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>No new infections</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Low risk</td>
<td>0.2%</td>
<td>0.12%</td>
</tr>
<tr>
<td>High risk</td>
<td>17.4%</td>
<td>10%</td>
</tr>
</tbody>
</table>

a) The low baseline risk corresponds to the number of new infections in eight weeks without facemasks if the two-week incidence is 50 per 100,000. The high risk is the assumed baseline risk from a systematic review [Chu 2020 (SR)].

b) The risk with facemasks is based on reducing the baseline risk by 40% (the assumed relative risk reduction).

c) The difference between the baseline risk (without facemasks) and the risk with facemasks how many fewer new infections there would be with using facemasks compared to not using facemasks.

Basis for this concept

A relative effect may give readers the impression that a difference is more important than it actually is when the likelihood of the outcome is small to begin with. A systematic review found that showing people a relative risk reduction increased their willingness to get treatment, their willingness to advise treatment, and their willingness to pay to prevent the risk, compared to showing them the absolute effect [Visschers 2009 (SR)]. Another systematic review of randomized trials comparing people’s responses to relative and absolute effects did not find a difference in understanding but found that relative effects were perceived to be larger and more persuasive [Akl 2011b (SR)]. A third systematic review found that presentations including risk differences were better than those including relative risk reductions for maximising accuracy and seemed less likely than presentations with relative risk reductions to influence decisions to accept a treatment [Zipkin 2014 (SR)]. Earlier systematic reviews had similar findings [McGettigan 1999 (SR), Moxey 2003 (SR)].
Relative measures tend to be consistent across risk groups, whereas absolute measures do not [Deeks 2002 (RS), Engels 2000 (RS), Furukawa 2002 (RS), Schmid 1998 (RS)]. For this reason, meta-analyses tend to use a relative effect measure when estimating the average effect across studies. The risk difference can then be estimated by applying the relative effect to one or more relevant baseline risks [Guyatt 2013a], as illustrated in the table above (if there is not a reason to expect different relative effects).

Implications
Always consider the absolute effects of treatments – that is, the difference in outcomes between the treatment groups being compared. Do not make a treatment decision based on relative effects alone.
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2.3c Be cautious of average differences between treatments.

Explanation

Average effects do not apply to everyone. For outcomes that are assessed using scales (for example, to measure weight, or pain) the difference between the average among people in one treatment group and the average among those in a comparison group may not make it clear how many people experienced a big enough change (for example, in weight or pain) for them to notice it, or that they would regard as important. In addition, many scales are difficult to interpret and are reported in ways that make them meaningless. This includes not reporting the lower and upper ‘anchor’, for example, whether a scale goes from 1 to 10 or 1 to 100; whether higher numbers are good or bad; and whether someone experiencing an improvement of, say, 5 on the scale would barely notice the difference, would consider it a meaningful improvement, or would consider it a large improvement.

For example, the average difference in pain relief is not only hard to interpret, but misleading. When asked what they would consider treatment success, patients with chronic pain specify a large reduction in pain intensity, by 50% or more [Moore 2013 (OR)]. Most people tend to respond to painkillers (or a placebo) in two ways. Some people experience a very good pain relief (50% or more), whereas others experience very little (less than 15%). So, the average pain relief does not reflect what most people experienced in randomized trials of painkillers (analgesics) compared to placebos [Moore 2013 (OR)]. In the illustration below, the average difference in pain relief is about 28%. A less misleading and easier to understand way of reporting those results would be the difference between the proportion of participants in the analgesic group and the placebo group who were treated successfully (with >50% pain relief). In the illustration below, about 60% more participants were treated successfully with the analgesic compared to placebo.

Basis for this concept

Even if the average difference between a treatment and “no treatment” or a comparison treatment is appreciably less than the smallest change that is important to people, treatment may have an important impact on many people [Guyatt 1998]. For example, for some quality-of-life questionnaires, it has been shown that the smallest change that is important to people on a seven-point scale is 0.5. Even if the mean difference between a treatment and a comparison treatment is much less than 0.5, the treatment may have important impacts (change greater than 0.5) on many patients.
Outcomes assessed using scales ("continuous outcomes"), such as pain or quality of life, are easily misinterpreted and it is often difficult to make sense of them, especially when different scales are used in different studies [Guyatt 2013b, Mayer 2019 (OR)].

It is possible to convert continuous outcomes to yes/no outcomes (dichotomous outcomes). This makes it easier to interpret the results, and several methods for doing this have been validated by comparing the results of these conversions and dichotomous outcomes measured in the same trials [da Costa 2012 (SR), Meister 2015 (SR)]. However, these methods have several limitations [Guyatt 2013b]. They can sometimes be misleading when different studies have used different scales, and they may underestimate or overestimate effects when the comparison group’s chance of achieving an important change was ≤20% or >60%, respectively [da Costa 2012 (SR)]. There are several other ways of presenting the effects of treatments that have been measured using a scale, all of which have limitations [Guyatt 2013b]. Therefore, using more than one presentation is likely to be both informative and, if the message is similar, reassuring. It can also reduce the risk of biased selection of which presentation to use when the messages are different. If the messages are different, and it is not clear which to believe, the treatment effect is less certain.

Implications

When outcomes are assessed using scales, it cannot be assumed that every individual in the treatment comparison groups experienced the average effect. Be wary of differences on scales that are not explained or easily understood.

References

Systematic reviews


Other reviews


Other references


2.3d Be cautious of lack of evidence being interpreted as evidence of “no difference”.

Explanation

Systematic reviews sometimes conclude that there is “no difference” between the treatments compared. However, studies can never show that there is “no difference” (“no effect”). They can only rule out, with specific degrees of confidence, differences of a specific size.

Misinterpreting “statistically non-significant” results and failing to recognise uncertainty in estimates of effect can sometimes impede further research to reduce the uncertainty and result in delays in the uptake of effective treatments. For example, a systematic review of randomized trials of thrombolytic therapy (medicine that prevents blood clots from growing) given to patients after an acute heart attack found a 22% relative reduction in mortality that was highly unlikely to have occurred by chance alone [Yusuf 1985 (SR)]. But only five of the 24 trials had shown a “statistically significant” effect ($P<0.05$). The lack of “statistical significance” of most of the individual trials and misinterpretation of those results led to a long delay before the value of thrombolytic therapy was appreciated.

Basis for this concept

By convention, a 5% probability that the results observed in a treatment comparison could have occurred by the play of chance ($P>0.05$) is considered “not significant” [Altman 1995]. Trials with “statistically non-significant” results are commonly referred to as “negative”. But this is misleading. Often those studies are not big enough to either rule in or rule out an important difference (effect) [Freiman 1978 (RS)]. This is illustrated in the figure below.

![Diagram illustrating the concept of statistical significance](image)

The blue dots in this figure indicate the estimated effect for each study. The horizontal lines indicate the 95% confidence intervals. The dotted green vertical line indicates the smallest effect considered to be important. The results for Study 1 in the figure indicate that an important impact is highly unlikely. It clearly rules out the likelihood of an effect that large or larger. On the other hand, the results for Study 2 are inconclusive. It clearly does not rule out an important effect. The results for both studies are “statistically nonsignificant” ($P>0.05$), but the interpretation of the two studies should be quite different. The first study was big enough to rule out an important difference. The second study was not. It is inconclusive, not “negative”.

A survey of systematic reviews published in 2001-2002 found unqualified claims of “no difference” or “no effect” in 21% of review abstracts (summaries) [Alderson 2003 (RS)]. In 2017, such claims were found in 6%
to 8% of systematic reviews [Marson Smith 2021 (RS)]. This may indicate greater awareness of the problem. However, the survey found 71 examples of misleading interpretations. These included, for example, “evidence for no effect”, “does not affect”, and “found no beneficial or harmful effects”. This suggests that there is still a problem with misinterpreting lack of evidence as “no difference”. A survey of press releases and associated media coverage in 2010 found misleading claims of “equivalence” in 7% of the abstracts of randomized trials that were the basis for the press release [Yavchitz 2012 (RS)]. Those misinterpretations were reflected in the press releases and related news reports. A survey of abstracts of randomized trials published in four high-profile journals in 2016-2017 found that 54% of the authors concluded that there was no treatment benefit, 12% that there was “no significant benefit”, and 13% that there was “no significant difference [Gates 2019 (RS)]. Only 3% referred to uncertainty when drawing conclusions. The authors of that survey concluded: “Despite many years of warnings, inappropriate interpretations of [randomized trial] results are widespread in the most prestigious medical journals.”

Considering the precision of effect estimates when making judgements about the certainty of the evidence, and not reporting effects as “significant” or “non-significant” can reduce the chances of being misled [Altman 1995].

Implications

Don’t be misled by statements of “no difference” between treatments (“no effect”). Consider instead the degree to which it is possible to confidently rule out a difference of a specified size.
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2.4 Descriptions of effects should clearly reflect the risk of being misled by the play of chance.

2.4a Be cautious of small studies.

Explanation

When there are few outcome events, differences in outcome frequencies between the treatment comparison groups may easily have occurred by chance and may mistakenly be attributed to differences in the effects of the treatments, or the lack of a difference.

For example, by 1977 there were at least four randomized trials that compared the number of deaths in patients given a beta-blocker to patients given a placebo. Beta-blockers are medicines that work by blocking the effects of epinephrine (also known as adrenaline). There was a small number of deaths in each study and the results appeared to be inconsistent, as can be seen in the figure on the left below [Antman 1992 (SR)]. The results of individual studies continued to vary up until 1988. However, as can be seen in the figure on the right below, if the results of the available studies were combined, the overall estimate (across studies) changed very little after 1977. It simply became more precise. This is indicated by the horizontal lines, which show the confidence intervals for each effect estimate.

In the example above, the variation in effect estimates may have occurred largely by chance alone. The overall effect estimate across the small studies was consistent with the results of a large randomized trial with a low risk of bias published in 1986 [Egger 1997]. However, effect estimates from small studies may overestimate actual effects. There are several possible reasons for this. Compared to large studies, small studies may be more prone to publication bias and reporting bias, may have a higher risk of bias because of
the design of the studies. Small studies also may include more highly selected participants and may implement treatments more uniformly.

For example, in some countries, intravenous (IV) magnesium was administered to heart attack patients to limit damage to the heart muscle, prevent serious arrhythmias and reduce the risk of death. A controversy erupted in 1995, when a large well-designed trial with 58,050 participants did not demonstrate any beneficial effect to IV magnesium, contradicting earlier meta-analyses of the smaller trials. The figure below shows four examples where the results of small trials were consistent with the results of a single large trial (concordant pairs) and four examples where they were not consistent (discordant pairs), including IV magnesium for acute heart attacks [Egger 1997].

It is difficult to predict when or why effect estimates from small studies will differ from effect estimates from large studies with a low risk of bias or to be certain about the reasons for differences. However, systematic reviews should consider the risk of small studies being biased towards larger effects and consider potential reasons for bias in effect estimates from small studies. A systematic review published in 2007 included 26 randomized trials that compared IV magnesium to an inactive substance (placebo) [Li 2007 (SR)]. IV magnesium reduced the incidence of serious arrhythmias, but also increased the incidence of profound hypotension, bradycardia and flushing. The apparent large effect of magnesium on reducing the number of deaths may have reflected various biases in smaller trials.

**Basis for this concept**

A systematic review of 93 meta-analyses found that effect estimates differed within meta-analyses based on their size, with larger effect estimates seen in small to moderately sized trials compared to the largest trials [Dechartres 2013 (SR)]. Another systematic review found that smaller studies reported larger effects in 19% of the 5,534 meta-analyses with >10 studies [Schwab 2021 (SR)]. Only 4% of those meta-analyses showed evidence of publication bias. The extent to which small studies reported larger effects varied across medical
specialities. Other systematic reviews have also found that small studies sometimes overestimate treatment effects \cite{Ioannidis 2007 (SR), Lin 2020 (SR), Nüesch 2010 (SR)}.

There are several reasons why small studies may overestimate treatment effects \cite{Egger 1997, Schwab 2021 (SR)}. One reason is reporting: small studies may be more prone to publication bias and selective outcome reporting (reporting bias). Another reason is that small studies may have a higher risk of bias due to their design and implementation compared to large studies. Also, large studies may include more diverse patients and implementation of treatments (making them more “pragmatic”) compared to small studies (which may be more “explanatory”). It may be difficult to detect when small studies overestimate treatment effects \cite{Ioannidis 2007 (SR)}, and to detect the reasons for them overestimating or potentially overestimating effects.

**Implications**

Be cautious about relying on the results of treatment comparisons with few outcome events. The results of such comparisons can be misleading.
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2.4b Be cautious of results for a selected group of people within a study.

Explanation
Average effects do not apply to everyone. However, comparisons of treatments often report results for selected groups of participants to assess whether the effect of a treatment is different for different types of people (e.g., men and women or different age groups). These analyses are often poorly planned and reported. Most differential effects suggested by these “subgroup” analyses are likely to be due to the play of chance and are unlikely to reflect true treatment differences.

For example, in 1983 the authors of a paper that presented 146 subgroup analyses of the Beta Blocker Heart Attack trial, found that the results were normally distributed – a pattern that would be expected if the variation in results was simply due to the play of chance [Oxman 2012b]. Roughly 2.5% of the subgroup analyses had results that statistically were “significantly” worse and 2.5% had results that were “significantly” better. Five years later the International Study of Infarct Survival 2 (ISIS-2) trial found that aspirin reduced mortality after heart attack overall (P<0.00001) but increased mortality by a small amount in patients born under Gemini and Libra astrological signs. The authors included this subgroup analysis in their report to illustrate the likelihood of misleading subgroup analyses. Six years after that, the DICE (Don’t Ignore Chance Effects) collaborators in their meta-analysis of trials of DICE therapy (rolling dice) for acute stroke found that red dice are deadly, based on a predefined subgroup analysis by colour of dice. All these findings illustrate the important message that chance influences the results of treatment comparisons and systematic reviews. Unfortunately, researchers, health professionals, patients and the public continue to be misled by subgroup analyses.

Basis for this concept
Reviews of published randomized trials and protocols have found that subgroup analyses are commonly reported (38-87% of the time), and that appropriate statistical analyses (tests of interaction) are not used 38-91% of the time [Oxman 2012b]. In addition, planned subgroup analyses are commonly not reported (48-69% of the time) and 43-91% of randomized trials report subgroup analyses that were not planned. When subgroup analyses are reported, authors claim differences in 25-69% of cases, and these results are commonly featured prominently (15-45% of the time).

A systematic review of randomized trials published in core journals in 2007 found that 44% of the trials reported subgroup analyses [Sun 2012 (SR)]. The review authors assessed the credibility of the subgroup claims using explicit criteria. They found that the credibility of most of subgroup claims, including strong claims, was usually low. Subsequent systematic reviews have found that inadequate specification and reporting of subgroup analyses remain problematic in protocols and reports of randomized controlled trials [Fan 2019 (SR), Gabler 2016 (SR), Kasenda 2014 (RS), Wallach 2017 (SR)]. Justifications or rationales for subgroup analyses were only rarely provided in trial protocols and reports, and large discrepancies were found between planning of subgroup analyses in protocols and their reporting in publications of randomized trials. A systematic review of subgroup analyses based on sex found that “statistically significant” sex-treatment interactions were only slightly more frequent than would be expected by chance [Wallach 2016 (SR)].

Several different checklists have been developed that can help to assess the credibility of claims about subgroup effects [Gil-Sierra 2020, Oxman 2002, Oxman 1992, Sun 2014].

Implications
Findings based on results for subgroups of people within treatment comparisons may be misleading.
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2.4c Be cautious of p-values.

Explanation

The observed difference in outcomes is the best estimate of how relatively effective and safe treatments are (or would be, if the comparison were made in many more people). However, because of the play of chance, the true difference may be larger or smaller than this. The confidence interval is the range within which the true difference is likely to lie, after considering the play of chance. Although a confidence interval (margin of error) is more informative than a p-value, often only the latter is reported. P-values are often misinterpreted to mean that treatments have or do not have important effects.

For example, George Siontis and John Ioannidis reviewed 51 articles that reported “statistically significant tiny effects” published in four high profile journals [Siontis 2011 (SR)]. Even minimal bias in those studies could explain the observed “effects”. Yet, more than half (28) of the articles did not express any concern about the size or uncertainty of the estimate of the observed effect. Despite the low p-values reported in these articles, the results often excluded effects that would be large enough to be important. Interpretation of small effects based on p-values alone is likely to be misleading.

Basis for this concept

P-values, or “significance” levels, measure the probability of observing a result as extreme or more extreme than the actual result, simply by chance, if, in reality, there is no treatment difference. The smaller the p-value the less likely it is that there is no difference. Hundreds of warnings of the limitations of p-values and significance testing have been published [Stang 2017 (SR)]. From the 1970s to 2014, the proportion of abstracts (summaries of studies) with significance testing without any confidence intervals decreased from close to 100% to below 25%. However, the proportion of abstracts reporting only confidence intervals (and not p-values) in the top medical journals was only 22%. Another systematic review of abstracts indexed in MEDLINE found that more abstracts and articles reported p-values over time between 1990 and 2015 [Chavalarias 2016 (SR)]. Almost all abstracts and articles with p-values reported “statistically significant” results. Confidence intervals were only reported in about 2% of abstracts.

Despite all the warnings about p-values and significance testing, use and misinterpretation of p-values continues to be a problem. In 2016, the American Statistical Association released a policy statement on statistical significance and p-values, which included this warning [Wasserstein 2016]: “The widespread use of ‘statistical significance’ (generally interpreted as ‘p < 0.05’) as a license for making a claim of a scientific finding (or implied truth) leads to considerable distortion of the scientific process.”

A systematic review of abstracts describing the results of cancer randomized trials with p-values between 0.01 and 0.10 found that trials commonly failed to convey uncertainty when describing results of “marginal statistical significance” [Rubinstein 2019 (SR)]. The results were often conveyed as definitively demonstrating that the null hypothesis (no difference) was false. This is likely associated with a discrete threshold for “statistical significance” (generally 0.05).

Another systematic review of surgical randomized trials found that outcomes reported in the abstract had three times the odds of being “statistically significant” compared to the corresponding full text [Assem 2017 (SR)]. Biased reporting of outcomes in abstracts based on p-values being below an arbitrary threshold has been found in other studies [Boutron 2010 (SR), Chavalarias 2016 (SR), Ginsel 2015 (SR), Gøtzsche 2006 (SR)]. This problem is like problems with publication bias and selective outcome reporting (see Concept 2.2b).

P-values can be misinterpreted in several ways [Goodman 2008, Greenland 2016]. Perhaps most importantly, “statistical significance” may be confused with importance, and the cut-off for considering a result as statistically significant (generally p < 0.05) is arbitrary (see Concept 2.4d). People often assume that a low p-value indicates an important effect. However, a low p-value may or may not indicate an important
effect, as illustrated in the figure below. All three studies have a p-value less than 0.05, indicating that it is unlikely that the observed treatment difference could have occurred simply by chance. But Study 1 indicates that it is unlikely that the difference was important, Study 2 indicates it is uncertain whether there was an important difference, and Study 3 indicates it is likely there was an important difference.

![Diagram showing confidence intervals and p-values](image)

The blue dots in the figure above indicate the observed treatment effect and the horizontal lines indicate the confidence interval for each effect estimate. The figure illustrates why confidence intervals are more informative than p-values, as well as why the results of treatment comparisons should be interpreted in relation to thresholds for what is considered to be an important effect, not in relation to no difference.

Another problem with p-values is that people may assume that a p-value is the probability that there is no treatment difference and that a high p-value indicates a high probability that there is not a difference [Sterne 2001]. However, p-values indicate the probability of a “type I error” (assuming there is a difference when in fact there is not). They do not indicate the probability of a “type II error” (assuming there is not a difference when in fact there is). Many studies are too small to rule out an important difference (see Concept 2.3d).

Furthermore, people may assume that a low p-value indicates the likelihood that the observed treatment effect is the “true” effect. However, p-values only indicate the probability of wrongly assuming there is a difference when the observed difference could have occurred simply by chance (“random error”). It does not indicate anything about the risk of bias (systematic errors) because of how studies are designed, analysed, or reported (see Concepts 2.1a-2.1g).

P-values are used for testing the “null hypothesis” (that there is not a difference). A low p-value indicates that the null hypothesis can be rejected, with respect to random error. But hypothesis testing is unhelpful for people deciding whether to use a treatment. Hypothesis testing implies that there is a simple yes or no answer (there is or is not an effect) and it does not convey any information about the size of the effect [Gardner 1986]. Estimation of the size of the effect – for example, how big the difference is – and the confidence interval for that estimate is much more informative and less likely to mislead people.

However, it should be noted that confidence intervals are also sometimes misinterpreted [Greenland 2016]. In addition, 95% confidence intervals correspond to a 0.05 cut-off for p-values. Thus, they have some of the same shortcomings as p-values. Nonetheless, confidence intervals are preferable to “significance” tests and p-values because they shift the focus away from the null hypothesis, toward the range of effect estimates compatible with the data. Provided they are interpreted carefully, they can also shift the focus from any difference greater than zero to effects that are large enough to be important [Zeng 2021].
Implications

Understanding a confidence interval may be necessary to understand the reliability of estimates of treatment effects. Whenever possible, consider confidence intervals when assessing estimates of treatment effects. Do not be misled by p-values.
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2.4d Be cautious of results reported as “statistically significant” or “non-significant”.

Explanation

“Statistical significance may be confused with “importance”. The cut-off for considering a result as statistically significant is arbitrary, and statistically non-significant results can be either informative (showing that it is very unlikely that a treatment has an important effect) or inconclusive (showing that the relative effects of the treatments compared are uncertain).

For example, two studies of a possible adverse effect of anti-inflammatory drugs on the risk of heart rhythm abnormalities (atrial fibrillation) were reported as having had “statistically nonsignificant” results [Schmidt 2014]. The authors of one of the articles concluded that exposure to the drugs was “not associated” with an increased risk and that the results stood in contrast to those from an earlier study with a “statistically significant” result. However, the effect estimates were the same for the two studies: a risk ratio of 1.2 (that is, a 20% relative increase). The earlier study was simply more precise, as indicated by the narrower confidence interval in the figure below. Concluding that the results of the second study showed “no association” was misleading, considering that the confidence interval ranged from a 3% decrease in risk to a 48% increase. It is also misleading to conclude that the results were in contrast with the earlier study that had an identical observed effect. Yet, misleading interpretations like this, which are based on an arbitrary cut-off for “statistical significance” are common.

Basis for this concept

The arbitrariness of a cut-off for “statistical significance is illustrated in the figure below. The results of the two studies are almost identical. Yet, Study 1 is “statistically significant” and Study 2 is “statistically nonsignificant”.

---

![Diagram showing relative decrease and increase in risk for Study 1 and Study 2 with confidence intervals and p-values.](Image)
In addition to being arbitrary, “significant” and “important” are synonyms, and statistical significance is often confused with importance, especially when “significant” is not prefaced by “statistically”. Statistical significance does not convey any information about the size of the effect. A “statistically significant” effect may or may not be important. Similarly, an observed effect that is “statistically nonsignificant” may or may not be important, and the results may or may not rule out an important effect (see Concept 2.3d).

Systematic reviews have found that the reporting and interpretation of randomized trials with “statistically nonsignificant” findings was frequently inconsistent with the results and biased [Boutron 2010 (SR)], with some authors supporting treatments despite evidence that they might be ineffective or harmful [Hewitt 2008 (RS)], while over half inappropriately interpreted “statistically nonsignificant” results as indicating no effect [Freiman 1978 (RS), Gates 2019 (RS)]. On the other hand, reports of findings that were marginally “statistically significant” (p-values between 0.01 and 0.10) commonly failed to convey uncertainty when describing the results and often conveyed them as definitively demonstrating an effect [Rubinstein 2019 (SR)]. In addition, results that are “statistically significant” are more likely to be reported in abstracts compared to the corresponding full text [Assem 2017 (SR), Boutron 2010 (SR), Chavalarias 2016 (SR), Ginsel 2015 (SR), Gøtzsche 2006 (SR)], whereas, “statistically nonsignificant results may not be reported at all” (see Concept 2.2b).

Implications
Claims that results were ‘significant’ or ‘non-significant’ usually mean that they were ‘statistically significant’ or ‘statistically non-significant’. This is not the same as ‘important’ or ‘not important’. Do not be misled by such claims.
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3. Choices

What to do depends on judgements about a problem, the relevance of the available evidence, and the balance of expected benefits, harms, and costs.

3.1 Evidence should be relevant.

3.1a Be clear about what the problem or goal is and what the options are.

Explanation

Good decisions depend on correctly identifying the problems and considering an appropriate set of options to address the problems. For personal health choices, this means starting with a correct diagnosis (or assessment of risk) and then identifying the treatments that are available. For public health and health system policy decisions, this means describing the problem correctly and identifying the policy options relevant for that problem. Changing how a problem is framed can lead to different options for addressing it.

The following passage from Archie Cochrane’s autobiography is a striking illustration of the importance of correctly identifying the problem and considering appropriate options [Cochrane 1989]. He recalls an event when he was a doctor in a German prisoner of war camp. “The Germans dumped a young Soviet prisoner in my ward late one night. The ward was full, so I put him in my room as he was moribund and screaming and I did not want to wake the ward. I examined him. He had obvious gross bilateral cavitation and a severe pleural rub. I thought the latter was the cause of the pain and the screaming. I had no morphia, just aspirin, which had no effect. I felt desperate. I knew very little Russian then and there was no one in the ward who did. I finally instinctively sat down on the bed and took him in my arms, and the screaming stopped almost at once. He died peacefully in my arms a few hours later. It was not the pleurisy that caused the screaming but loneliness. It was a wonderful education about the care of the dying. I was ashamed of my misdiagnosis and kept the story secret.”

Basis for this concept

Failure to correctly diagnose health problems can result in inappropriate treatment and unnecessary suffering. For example, studies suggest that from 20% to 70% of people with asthma remain undiagnosed and therefore untreated [Aaron 2018 (OR)]. At the same time, 30% to 35% of people diagnosed with asthma do not have asthma and therefore are treated inappropriately. Other examples of conditions that are frequently misdiagnosed include chronic obstructive pulmonary disease (COPD) [Diab 2018 (OR)] and heart failure [Wong 2021 (SR)]. Other examples of undiagnosed and undertreated conditions include hypertension and HIV [Glasziou 2017 (OR)]. Examples of overdiagnosed and overtreated conditions include cancers, bipolar disorder, depression, attention deficit hyperactivity disorder, diabetes, allergic reactions, and infections [Jenniskens 2017 (SR)]. Estimates of diagnostic errors (missed, wrong or delayed diagnoses) vary, but may affect between 10% and 15% of hospital admissions and patients with common diseases attending outpatient clinics [Graber 2013 (OR)]. A systematic review found that about 0.7% of adults admitted to hospital in the U.S. experienced a diagnostic error that causes them harm [Gunderson 2020 (SR)].
In addition to diagnostic errors, non-medical problems may sometimes be mistakenly treated as medical problems [Conrad 2010 (RS), Moynihan 2006]. Similarly, inadequate clarification of public health or health system problems and failing to identify appropriate options for addressing the problem can result in misguided efforts and wasted resources [Lavis 2009a, Lavis 2009b].

Common cognitive biases that can result in diagnostic errors include [Blumenthal-Barby 2015 (SR), Scott 2020]:

- Premature closure – narrow rapid focus on single or a few features to support a diagnosis without considering other alternatives
- Anchoring bias – clinging to an initial diagnosis
- Confirmation bias – selectively searching for evidence to support an initial or favoured diagnosis
- Availability bias – overestimating the probability of a diagnosis based on how easily it is recalled

Both underuse and overuse of treatments are common and costly around the world, in part because appropriate options have not been considered or used [Brownlee 2017 (OR), Elshaug 2017 (OR), Glasziou 2017 (OR), Saini 2017 (OR)].

**Implications**

Make sure you are considering the correct diagnosis or problem, and appropriate options for addressing it.
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3.1b Consider the relevance of the outcomes measured in the research.

Explanation

A **fair comparison** may not include all **outcomes** – short- and long-term – that are important. Patients, professionals, and researchers may have different views about which outcomes are important. For example, studies often measure outcomes, such as heart rhythm irregularities, as **surrogates** for important outcomes, like death after heart attack. The effects of treatments on surrogate outcomes often do not provide a reliable indication of the effects on outcomes that are important. Similarly, short-term effects may not reflect long-term effects.

Despite dozens of **randomized trials** since the introduction of the first oral agent for treating type 2 diabetes, it has remained uncertain if any of those medicines favourably affects outcomes that are important to people, including morbidity, mortality, and quality of life ([Montori 2007](#)). A key reason for this is that the trials have focused on glucose control measured with laboratory tests rather than on outcomes that are important to people with diabetes. Unfortunately, those laboratory tests (HbA) are not a reliable indicator of outcomes that are important to people with type 2 diabetes.

It is sometimes important to consider outcomes that are important to other people besides the person being treated. For example, the use of antibiotics may increase antibiotic resistance, and not being vaccinated for Covid-19 or not avoiding contact with other people may increase the risk of infection for others. Similarly, when decisions are made for a group of people rather than for individuals, the outcomes that are important to anyone who is affected should be considered.

Basis for this concept

A **systematic review** found 436 registered randomized trials that enrolled patients with diabetes ([Gandhi 2008 (SR)](#)). Primary outcomes were patient-important outcomes in only 78 (18%) of the trials. One reason for trials measuring surrogate outcomes rather than patient-important outcomes is the preference of researchers and funding agencies to obtain results faster, with fewer patients and at lower costs. A major downside of this is that the results do not provide information about benefits that patients would consider important, given the paucity of validation of surrogate outcomes in diabetes and other conditions ([Bucher 1999](#)).

A systematic review of trials using surrogate outcomes compared to trials using patient relevant outcomes found that surrogate outcomes reported larger treatment effects than trials reporting patient relevant outcomes ([Ciani 2013 (SR)](#)). This finding was not explained by differences in the risk of bias or characteristics of the two groups of trials. In the absence of patient relevant outcomes, it is important to consider whether surrogate outcomes have been validated and uncertainty about whether surrogate outcomes predict important benefits and harms.

Implications

Always consider the possibility that important outcomes may not have been addressed in fair comparisons. Avoid being misled by surrogate outcomes.
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3.1c Consider the relevance of fair comparisons in laboratories, animals, or highly selected people.

Explanation
Studies that only include animals, or only a selected minority of people, may not provide results that are relevant to most people.

Here are some examples of misleading extrapolation from animals or a selected minority of people, found in news reports [Haneef 2015 (RS)]:

<table>
<thead>
<tr>
<th>Quote from news reports</th>
<th>Basis for the quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Researchers have shown that contact lenses laced with medicines are an effective way of treating glaucoma patients.”</td>
<td>A study that showed the effect only in rabbit eyes.</td>
</tr>
<tr>
<td>“It could treat phobias and perhaps even post-traumatic stress disorders.”</td>
<td>A before-after study in 15 healthy volunteers without any phobia.</td>
</tr>
<tr>
<td>“Broccoli slows arthritis”.</td>
<td>A study in mice of a sulphoraphane compound present in cruciferous vegetables, including broccoli.</td>
</tr>
<tr>
<td>“The results of the trial – the first in humans – could offer hope to one in five people who are resistant to statins. It could also be offered to patients who suffer ill-effects from the drugs, or those whose cholesterol remains high even after statins are prescribed.”</td>
<td>A study in healthy volunteers with high cholesterol levels who had received no lipid-lowering treatment in the past 30 days and were not statin resistant.</td>
</tr>
<tr>
<td>“Everyone should have at least 10-15 minutes of exposure to the sun every day to ensure that vitamin D levels are adequate.”</td>
<td>A study in rats that assessed dietary vitamin D deficiency leading to elevated tyrosine nitration in the brain, which may promote cognitive decline.</td>
</tr>
</tbody>
</table>

Basis for this concept
It has been estimated that 11% of agents tested in humans are ultimately licensed, and only 5% of high-impact basic science discoveries claiming practical relevance are successfully translated into approved agents within a decade [Henderson 2013 (SR)]. Testing so many agents is potentially harmful to individuals in trials, and wastes resources. Animal studies are used to screen drugs and other treatments prior to testing in humans. A reason that so many animal studies fail to predict effectiveness or safety in humans is the use of treatments, animal models, or outcome assessments that are poorly matched to people – for example, using an acute disease model in animals to represent a chronic disease in humans. Another is when the pathophysiology underlying the disease in humans is not the same as in animals. A third reason is poorly designed and conducted animal studies. Several systematic reviews have documented major shortcomings of animal studies that limit their usefulness, including being too small, being badly reported and poorly summarised and interpreted in systematic reviews, being inconsistent, having a high risk of bias, and using animal models that cannot be generalised to humans [Avey 2016 (SR), Bahadoran 2020, Grüter 2020 (SR), Korevaar 2011 (SR), Kringle 2020 (SR), Lamontagne 2010 (SR), Moja 2014 (SR), Mueller 2014 (SR), Roberts 2002 (SR), Xiao 2021 (SR)].

Reviews that have compared the results of animal studies to studies in humans have found success rates that range from 0% to 100% [Leenaars 2019 (SR)]. This wide range suggests that the potential of animal studies to predict successful treatments in humans is unpredictable.
Implications

Results of systematic reviews of studies in animals, or highly selected groups of people, may be misleading.
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3.1d Consider the relevance of the treatments that were compared.

Explanation

A fair comparison of the effects of a surgical procedure done in a specialised hospital or delivered by an experienced surgeon may not provide a reliable estimate of its effects and safety in other settings, or in the hands of less experienced surgeons.

For example, results from a large randomized trial showed that endarterectomy (surgical removal of part of the inner lining of an artery) for asymptomatic carotid stenosis (narrowing of the large arteries on each side of the neck) reduced the five-year absolute risk of stroke by about 5% [Rothwell 2005]. However, the trial only accepted surgeons with a good safety record, rejecting 40% of applicants and subsequently barring those who had adverse operative outcomes in the trial from further participation. The benefit from surgery was largely attributable to the low operative risk. Operative mortality was eight-fold higher outside of the trial and the risk of stroke and death was about three-fold higher.

Similarly, comparing a new drug to a drug or dose that is not commonly used (and which may be less effective or safe than those in common use) would not provide a relevant estimate of how the new drug compares to what is commonly done.

For example, in randomized trials of atypical antipsychotics for schizophrenia, haloperidol (one of the most frequently prescribed “typical” antipsychotics worldwide) was used as the comparison treatment [Hugenholtz 2006 (SR)]. However, the trials used haloperidol in doses that were higher than that recommended. In a meta-analysis of 52 randomized trials that controlled for the higher-than-recommended dose of comparator drugs, differences in effectiveness and overall tolerability between typical and atypical antipsychotics disappeared, suggesting that the perceived benefits of atypical antipsychotics were due to excessive doses of the comparison treatments, such as haloperidol [Geddes 2000 (SR)].

Basis for this concept

Characteristics of treatments, including the duration, dose or intensity, mode of delivery, and skill of the person delivering the treatment can influence the effectiveness of a treatment. Unfortunately, characteristics such as these are poorly described. This can make it difficult to judge the relevance of treatments compared in studies to other contexts. For example, a review of randomized trials in oncology found that only 11% of 262 trials of cancer chemotherapy provided complete details of the trial treatments [Duff 2010 (SR)]. The completeness of treatment descriptions is often worse for non-pharmacological treatments. A review of 80 randomized trials and reviews found that 67% of descriptions of drug treatments were adequate compared with only 29% of non-pharmacological treatments [Glasziou 2008 (SR)]. Another review of 137 randomized trials of non-pharmacological treatments found that only 39% of treatments were adequately described [Hoffmann 2013 (SR)].

Inadequate descriptions of treatments led to the development of the Template for Intervention Description and Replication (TIDieR) checklist [Hoffmann 2014, Hoffmann 2017]. TIDieR has helped to improve descriptions of treatments, but further improvements are needed. An overview of 56 reviews that used the TIDieR checklist to evaluate the adequacy of treatment descriptions found that the names of treatments and reasons for using them were generally reported adequately [Dijkers 2021 (SR)]. However, only between 25% and 75% adequately reported other characteristics of treatments and as few as 10% of studies adequately reported modifications of treatments. Comparison treatments were reported less well than the treatment that was the focus of the comparison.

Another challenge with making judgements about the relevance of treatments is the choice of the comparison treatment, as illustrated by the example of treatments for schizophrenia presented above. This is often a problem for pharmacological treatments. Many drug trials are funded by industry and
pharmaceutical companies typically choose to compare their drugs to a placebo rather than to another drug [Dunn 2013 (SR), Lathyris 2010 (SR)]. When there is more than one effective treatment available, people often need to decide which treatment to use, not whether to use a particular treatment or a placebo. Consequently, when direct comparisons of treatments are not available, as is often the case, indirect comparisons (across studies) must be used (see Concept 2.2c).

A related challenge for judgements about the relevance of pharmacological treatments is the assumption that drugs within a class are interchangeable [Furberg 1999, Furberg 2003, McAlister 1999, Mills 2014]. Pharmaceuticals are categorised as members of existing “drug classes”. The U.S. Food and Drug Administration (FDA) uses class labelling when “all products within a class are assumed to be closely related in chemical structure, pharmacology, therapeutic activity, and adverse reactions”. However, this assumption can be dangerous. In addition to drugs within a class not being directly compared, new drugs are often approved based on randomized trials that measure surrogate outcomes rather than outcomes that are important to people (see Concept 3.1b). But there can be important differences in both beneficial and harmful effects of drugs within the same class. It should not be assumed that drugs within a class are interchangeable in the absence of reliable evidence of comparable benefits and long-term safety.

Implications
Be aware that treatments available to you may be sufficiently different from those in the research studies that the results may not apply to you.
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3.1e Consider the relevance of the circumstances in which the treatments were compared.

Explanation
Some treatment comparisons are designed to find out if a treatment can work under ideal circumstances, for example, with people who are most likely to benefit and most likely to comply, and with highly trained practitioners who deliver the treatment exactly as intended. These comparisons, which are sometimes called ‘explanatory’ or ‘efficacy’ studies, may not reflect what happens under usual circumstances.

The North American Symptomatic Carotid Endarterectomy Trial is an example of an “explanatory randomized trial” [Barnett 1991 (RS), Thorpe 2009, Zwarenstein 2008]. It demonstrated that a lower risk of stroke was experienced by highly selected patients with severe narrowing of the large arteries on either side of the neck carotid stenosis. Those patients who had a high risk of stroke and were most likely to respond to surgical removal of the inner layer of those arteries (endarterectomy). Participating patients were closely followed and were operated on by skilled surgeons in academic and specialist hospitals who adhered to a strict protocol. The trial showed that endarterectomy reduced the risk of stroke under those ideal circumstances, but it did not provide a reliable estimate of the beneficial and harmful effects of endarterectomy under more typical circumstances.

A randomized trial of a short course of acupuncture to reduce pain in patients with persistent non-specific low-back pain is an example of a “pragmatic trial” [Thomas 2006 (RS), Zwarenstein 2008]. It was conducted in general practice and private acupuncture clinics in the UK and enrolled anyone aged 18-65 with non-specific low back pain of 4-52 weeks duration. The acupuncturists determined the content and number of treatments. The results of this trial were directly relevant to general practitioners and patients.

Basis for this concept
“Explanatory randomized trials” seek to answer the question “Can this treatment work under ideal conditions?” “Pragmatic randomized trials seek to answer the question “Does this treatment work under usual conditions?” Explanatory and pragmatic trials can differ in several ways, including eligibility criteria (restricted to patients who are most likely to respond to the treatment versus all patients with the condition of interest), expertise of the health professional, the comparison treatment, efforts to ensure compliance with the assigned treatment, and how the results are analysed [Loudon 2015, Thorpe 2009, Zwarenstein 2008]. Trials are not necessarily purely explanatory or pragmatic. They can be explanatory in some ways and pragmatic in other ways.

Only a small proportion of published trials are explicitly described as pragmatic. An analysis in 2002 identified 95 randomized trials that were identified as pragmatic in the title or abstract [Vallvé 2003]. A simple search in PubMed (15 December 2021) found 154,829 articles indexed as a “randomized controlled trial” and of those 2,362 (< 2%) were indexed as a “pragmatic clinical trial”. Another indication of the scarcity of pragmatic trials can be deduced from services that use skilled critical appraisers to filter clinical publications, initially on methodological quality, and then by experienced practitioners in a particular field to screen for relevance to practice and noteworthiness. For Family Medicine, one of these services sends out just 30 or 40 article abstracts per year, in monthly batches. Of these, perhaps half are randomized trials, which means that this system has retained as valid, useful, and noteworthy only 15 or 20 of the 1,000 or more randomized trials published each year that are relevant to this field [Zwarenstein 2006]. Although these analyses may underestimate the proportion of randomized trials that are mostly pragmatic, they suggest that randomized trials are mostly explanatory. Reasons for this include financial interests of pharmaceutical and medical device manufacturers that sponsor trials, regulations for licensing pharmaceuticals, and a lack of public funding for large pragmatic trials [Tunis 2003, Zwarenstein 2009]. Other ways of estimating the proportion of randomized trials that are pragmatic suggest that in some
contexts there may be a higher proportion of pragmatic trials. For example, an analysis of randomized trials used in a guideline for psychosocial treatments for psychoses found that about one-third of the studies were pragmatic [Gastaldon 2019 (SR)]. Another analysis of randomized trials of surgery published in 2010 and 2011 classified about half of the trials as pragmatic, although the trial reports did not provide information about several aspects of the trials, such as the expertise of the surgeons [Blencowe 2015 (SR)].

Implications
Be aware that the results of studies with the aim of finding out if a treatment can work may overestimate the benefits of a treatment under more usual circumstances.
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3.2 Expected advantages should outweigh expected disadvantages.

3.2a Weigh the benefits and savings against the harms and costs of acting or not.

Explanation

Individuals, clinicians, and policymakers deciding about whether to use a treatment should consider the potential benefits and the potential harms, costs and other advantages and disadvantages of the treatment. When a decision affects many people, it is important to consider the distribution of the advantages and disadvantages, i.e., who will benefit, who will be harmed, who will achieve savings, and who will bear the costs.

When the advantages of a treatment clearly outweigh the disadvantages, deciding what to do is relatively easy. For example, for patients who have had a heart attack, stroke or transient ischemic attack, the advantages of low-dose aspirin compared to not taking aspirin (reduced deaths, heart attacks, and strokes) are substantially more than the disadvantages (increased serious gastrointestinal bleeds, and minimal inconvenience and cost) [Vandvik 2012]. Most people in this situation would choose to take aspirin. On the other hand, when the advantages and disadvantages are closely balanced, deciding what to do can be difficult. For example, for someone 50 years or older without symptomatic cardiovascular disease, aspirin only slightly reduces deaths if taken over 10 years, and a reduction in heart attacks is closely balanced with an increase in serious gastrointestinal bleeds. Some people in this situation would choose to take aspirin, and some would not.

Basis for this concept

Treatments have both advantages and disadvantages. Often, people tend to exaggerate the advantages of treatments and ignore or downplay their disadvantages (see Concept 1.1a). For some treatments, the advantages clearly outweigh the disadvantages. However, the advantages and disadvantages are often closely balanced, and need to be carefully weighed. UpToDate is a widely used electronic medical textbook that includes thousands of recommendations based on the best available evidence. Strong recommendations are ones for which the authors were confident that the desirable consequences clearly outweigh the undesirable consequences [Andrews 2013a, Andrews 2013b, Guyatt 2008a]. Weak or conditional recommendations are ones for which the balance of desirable and undesirable consequences between alternatives is close or uncertain. A review of more than 9,400 recommendations in UpToDate found that less than one-third (31%) of the recommendations were strong [Agoritsas 2017 (RS)]. Most (69%) of the recommendations were weak or conditional. A review of 456 recommendations in 43 guidelines found a higher proportion of strong recommendations (63%) [Alexander 2014 (RS)]. However, more than half (56%) of the strong recommendations were based on evidence warranting very low confidence in the effect estimates and another 23% on evidence warranting low confidence. A critical review of those recommendations determined that 46% warranted a conditional, rather than a strong recommendation [Alexander 2016 (RS)], suggesting that 17% of the recommendations were strong.

Cost-effectiveness analyses can help to inform judgements about whether the net benefits of a treatment (the difference between the benefits and the harms) is worth the cost. Cost-effectiveness analyses are especially helpful for health insurance schemes when deciding which treatments should be paid for. Because these analyses use models and depend on assumptions, the results are often uncertain (see Concept 2.2d). Nonetheless, sensitivity analyses can help to reveal important uncertainties and the models can help to inform decisions. However, most published analyses report cost-effectiveness ratios below thresholds commonly used to decide whether a treatment is “cost-effective”, and industry funded analyses are more...
likely to report ratios below those thresholds than other analyses [Bell 2006 (SR)]. In addition, there is no evidence of an agreed public threshold [Harris 2008 (RS)]. Willingness to pay for a treatment is related to the severity of the condition being treated, the importance of the treatment effect, confidence in the evidence, and total cost to the government or other payer, as well as the estimated cost-effectiveness. Equity, acceptability, and feasibility may also influence decisions [Alonso-Coello 2016].

Implications
Always consider the balance between advantages and disadvantages of treatments.
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3.2b Consider the baseline risk or severity of the symptoms when estimating the size of expected effects.

**Explanation**

The balance between the benefits and harms of treatments often depends on the baseline risk (the likelihood of an individual experiencing an undesirable event), or on the severity of the symptoms. The balance between the advantages and disadvantages of a treatment is more likely to favour the use of a treatment by people with a higher baseline risk, or more severe symptoms. For example, consider patients who have had a heart attack, stroke, or transient ischemic attack, or have a high probability of dying or having another cardiovascular event in the next five years (see table below). Because they have a high baseline risk, aspirin has a large absolute effect (risk difference), despite the relative effect being small to moderate, and the benefits substantially outweigh the harms for someone in this situation [Vandvik 2012].

Probability of an event in the next 5 years for someone with a high baseline risk

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Relative risk reduction (95% confidence interval)</th>
<th>Risk without aspirin in the next 5 years</th>
<th>Risk difference (95% confidence interval)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deaths</td>
<td>10% (1% to 18%)</td>
<td>133 per 1,000</td>
<td>13 fewer per 1,000 (1 to 24 fewer)</td>
</tr>
<tr>
<td>Strokes</td>
<td>19% (8% to 29%)</td>
<td>135 per 1,000</td>
<td>26 fewer per 1,000 (11 to 39 fewer)</td>
</tr>
<tr>
<td>Heart attacks</td>
<td>31% (20% to 40%)</td>
<td>117 per 1,000</td>
<td>37 fewer per 1,000 (23 to 47 fewer)</td>
</tr>
<tr>
<td>Serious gastrointestinal bleeds</td>
<td>169% increase (25% to 476%)</td>
<td>15 per 1,000</td>
<td>25 more per 1,000 (4 to 71 more)</td>
</tr>
</tbody>
</table>

On the other hand, for someone 60 years old without symptomatic cardiovascular disease who has a low risk of having a cardiovascular event or a gastrointestinal bleed, aspirin has little if any beneficial effect on deaths and strokes. The probability of having a heart attack (27 per 1,000 in the next 10 years) is much lower than it is for someone who has had a cardiovascular event and has a high risk (117 per 1,000 in the next five years). The relative effect is also slightly lower. The absolute effect is six fewer heart attacks per 1,000 people who take aspirin for 10 years (see table below), compared to 37 fewer per 1,000 people who take aspirin for just five years. The relative risk increase, the baseline risk without aspirin, and the risk difference for having a serious gastrointestinal bleed are also less for someone who has not had a cardiovascular event and has a low risk of bleeding. Consequently, the benefits and harms of low-dose aspirin are closely balanced for someone in this situation.

Probability of an event in the next 10 years for someone with a low baseline risk

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Relative risk reduction (95% confidence interval)</th>
<th>Risk without aspirin in the next 10 years</th>
<th>Risk difference (95% confidence interval)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart attacks</td>
<td>23% (14% to 31%)</td>
<td>27 per 1,000</td>
<td>6 fewer per 1,000 (4 to 8 fewer)</td>
</tr>
<tr>
<td>Serious gastrointestinal bleeds</td>
<td>54% increase (30% to 82%)</td>
<td>8 per 1,000</td>
<td>4 more per 1,000 (2 to 7 more)</td>
</tr>
</tbody>
</table>
Basis for this concept

Relative measures tend to be consistent across risk groups, but aren’t always [Deeks 2002 (RS), Engels 2000 (RS), Furukawa 2002 (RS), Schmid 1998 (RS)], as illustrated in the above example (see Concept 2.3b). The risk difference can be estimated by applying the relative effect to one or more relevant baseline risks, as illustrated in the tables above. Generally, the benefits of a treatment are less for someone with a low risk of an outcome compared to someone with a high risk. On the other hand, the risk of adverse effects is often the same (although it was not in the example above). Therefore, the benefits and harms of a treatment tend to be more closely balanced for people with a low risk of the condition being treated than for someone with a high risk. The same is true for people with more severe symptoms (e.g., pain or depression) compared to people with less severe symptoms.

Unfortunately, someone’s baseline risk is often uncertain. Studies that estimate someone’s risk or prognosis and systematic reviews of those studies have been scarce and often of poor quality, but both the quantity and quality of this research has been increasing [Collins 2014 (SR), Debray 2017, Matino 2017 (SR), Peat 2014, Riley 2016, Skoetz 2019 (SR)]. Uncertainty in baseline risk estimates and its impact on confidence in absolute estimates of treatment effects are often not considered by guideline developers or systematic review authors [Iorio 2015, Spencer 2012], as illustrated in the tables above. However, important uncertainty about someone’s baseline risk can reduce confidence in absolute effect estimates and increase uncertainty about the balance between the benefits and harms of a treatment [Iorio 2015, Spencer 2012].

Implications

When making decisions about treatments, consider the estimated baseline risk or the severity of symptoms.
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3.2c Consider how important each advantage and disadvantage is when weighing the pros and cons and making choices.

Explanation

Estimates of benefits and harms depend on how much weight people give to treatment advantages and disadvantages. Different people may value outcomes differently and sometimes make different choices because of this. In addition, people usually place more value on outcomes that happen soon than on outcomes that happen years into the future. In other words, the further into the future an outcome (for example, reducing the chance of heart disease or cancer after many years) the more people tend to “discount” its value or importance. The balance between the advantages and disadvantages of treatments may also depend on how much costs and events in the future are discounted.

Consider the example of aspirin to prevent cardiovascular disease in someone 60 years old with a low risk. The main advantage is a reduced risk of having a heart attack. The main disadvantage is an increased risk of having a serious gastrointestinal bleed, as shown in the table below [Vandvik 2012].

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Relative risk reduction (95% confidence interval)</th>
<th>Risk without aspirin (95% confidence interval)</th>
<th>Risk difference (95% confidence interval)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart attacks</td>
<td>23% (14% to 31%)</td>
<td>27 per 1,000</td>
<td>6 fewer per 1,000 (4 to 8 fewer)</td>
</tr>
<tr>
<td>Serious gastrointestinal bleeds</td>
<td>54% increase (30% to 82%)</td>
<td>8 per 1,000</td>
<td>4 more per 1,000 (2 to 7 more)</td>
</tr>
</tbody>
</table>

Although aspirin costs very little, for someone with very little money, this might be another important disadvantage. There is also minimal inconvenience — taking a pill every day for 10 years — but for some people this might be enough of a bother to be another disadvantage. Someone who is more averse to having a heart attack than having a serious gastrointestinal bleed and who is not concerned about the cost or the bother, might choose to take aspirin. On the other hand, someone who is more averse to having a serious gastrointestinal bleed and less averse to having a heart attack, might choose not to take aspirin, especially if they were concerned about the cost or the bother.

Basis for this concept

People vary greatly in the importance they attribute to outcomes. A systematic review of studies that assessed how much people value potential benefits and harms of aspirin and other antithrombotic therapy found 48 studies [MacLean 2012 (SR)]. There were inconsistencies across studies and variation within studies. The authors concluded that, on average, a stroke was two or three times worse than a gastrointestinal bleed and a heart attack was between being about the same and two times worse than a gastrointestinal bleed. Those estimates of the relative importance of these outcomes were very uncertain, and not everyone is “average”. Other systematic reviews have found similar variation in how much people value potential benefits and harms of treatments, as well as important limitations in studies that have measured people’s values [Etxeandia-Ikobaltzeta 2020 (SR), González-González 2021 (SR), Guerra 2019 (SR), Hansson 2021 (SR), Heen 2021 (SR), Malde 2021 (SR), Mathioudakis 2019 (SR), Muñoz-Velandia 2019 (SR), O’Reilly 2021 (SR), Pillay 2021 (SR), Valli 2019 (SR), Vernooij 2018 (SR), Zeng 2021 (SR), Zhang 2018 (SR)].

It is important to consider how long a condition lasts as well as how severe it is. For example, most people consider a severe stroke as being much worse than a heart attack or a gastrointestinal bleed. Some people even consider having a severe stroke to be worse than dying. In addition, disability following a stroke may
last for years, whereas most people are able to return to a normal life shortly after having a nonfatal heart attack or gastrointestinal bleed. Because of differences in both the severity and duration of different outcomes, it can be misleading when researchers group together outcomes, such as “cardiovascular events”, which can include heart attacks, strokes, deaths, and other outcomes (with different degrees of severity, duration, and occurrence) [Cordoba 2010 (SR), Freemantle 2003 (SR), Lim 2008 (SR), McGrath 2011 (RS)].

Although a majority of people prefer to make decisions together with a health professional, some people prefer to delegate decisions to a health professional [Chewning 2012 (SR)]. Unfortunately, health professionals’ perceptions of their patients’ desire to be involved in decisions are often inaccurate [Cox 2007 (RS)]. They may be more likely to underestimate the extent to which patients prefer to be involved in decisions. Regardless of who decides, decisions should be consistent with a patient’s values. Decision aids can help patients to clarify their values and may help them to make choices that are more consistent with their values compared to choices made without decision aids [Stacey 2014 (SR)]. There is some evidence that patients choose more conservative approaches when they become better informed [Walsh 2014 (SR)].

Economists use quality-adjusted life-years (QALYs) as a measure that captures both the severity and duration of a condition and allows for comparisons across different conditions. However, QALYs reflect, at best, average values. The values attached to different conditions are often uncertain and individuals can have very different values. Thus, although QALYs can help, if used judiciously, to inform decisions about how healthcare resources are spent, they are unlikely to be helpful for patients and clinicians making decisions for individuals [Franklin 2019 (RS), Rand 2021 (SR)].

When decisions are made for a group of people rather than for individuals, it is important to consider how much the people affected by the decision value the benefits and harms, whether there is important uncertainty about this, and whether there is important variability in how much people value the benefits and harms [Moberg 2018].

Implications
Consider how important each treatment advantage and disadvantage is when choosing a treatment.
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3.2d Consider how certain you can be about each advantage and disadvantage.

Explanation

The certainty of the evidence (the extent to which the research provides a good indication of the likely effects of treatments) can affect people’s treatment choices. For example, someone might decide not to use or to pay for a treatment if the certainty of the evidence is low or very low. How ‘certain’ the evidence is depends on the fairness of the comparisons, the risk of being misled by the play of chance, and how directly relevant the evidence is. Systematic reviews provide the best basis for these judgements and based on these judgements, should report an assessment of the certainty of the evidence. Unexplained inconsistencies in effect estimates from different studies can also affect the certainty of the evidence.

The use of hydroxychloroquine (HCQ) and chloroquine (CQ) to treat Covid-19 illustrates the importance of considering the certainty of the evidence when making decisions about treatments. On March 28, 2020, the US Food and Drug Administration (FDA) issued a letter granting an Emergency Use Authorization for use of HCQ and HQ for treating Covid-19 [Thomson 2020], and the use of HCQ and HQ surged [Vaduganathan 2020]. The letter did not describe the evidence underlying the decision. It stated that the authorisation was supported by recommendations “for treatment of hospitalized COVID-19 patients in several countries, and a number of national guidelines” based on “limited in-vitro and anecdotal clinical data in case series”. By June, controlled trials had shown that the FDA guidelines had been misleading – no beneficial effects on morbidity or mortality had been detected. On June 15, the FDA revoked the Emergency Use Authorization. A systematic review published in April 2021 included 14 unpublished trials (1,308 patients) and 14 publications/preprints (9,011 patients) [Axfors 2021 (SR)]. It found that HCQ increased deaths in Covid-19 patients, and no benefit of chloroquine had been demonstrated.

Basis for this concept

The certainty of evidence is low for many decisions about treatments. Of 9,451 recommendations in UpToDate, a widely used digital medical textbook, about half were based on low-certainty evidence (see table below) [Agoritsas 2017 (RS)]. Most (92%) of the recommendations based on low-certainty evidence were weak recommendations. Weak or conditional recommendations apply to most, but not all patients [Andrews 2013a]. Decisions depend on the preferences of patients more than when there is a strong recommendation and require more effort by health professionals to ensure that decisions reflect patients’ values (see Concept 3.2c).

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Distribution of the strength of the recommendations in UpToDate according to the certainty in evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Weak recommendations</td>
</tr>
<tr>
<td>n (%)</td>
<td>n (%)</td>
</tr>
<tr>
<td>Low certainty</td>
<td>4335 (66.7)</td>
</tr>
<tr>
<td>Moderate certainty</td>
<td>2019 (31.1)</td>
</tr>
<tr>
<td>High certainty</td>
<td>147 (2.3)</td>
</tr>
<tr>
<td>Total</td>
<td>6501 (68.8% of all rec)</td>
</tr>
</tbody>
</table>

Sometimes it is appropriate to make a strong recommendation despite low-certainty evidence [Andrews 2013b]. That is, there are some treatment decisions where nearly everyone would make the same choice, despite the uncertainty. That was the case for about 2% of the UpToDate recommendations. Reasons for this include low-certainty evidence that suggests:

- a possible benefit – and high-certainty evidence of harm or high cost
• two treatments may be equivalent – and there is high-certainty evidence of less harm for one of the treatments, or there is high-certainty evidence of equivalence and low-certainty evidence suggests harm for one of the treatments

• a possibility of catastrophic harm – and high-certainty evidence of modest benefits

The reason for about one-third of UpToDate’s strong recommendations based on low-certainty evidence was a life-threatening or catastrophic situation when low-certainty evidence suggests benefit. However, as illustrated by the hydroxychloroquine example above, such decisions can sometimes be deadly.

When there is moderate- or high-certainty evidence, different people will nonetheless sometimes make different choices. In UpToDate, 54% of recommendations based on moderate-certainty evidence and 15% of recommendations based on high certainty were weak or conditional recommendations. Often this is because of differences in the relative importance of desirable and undesirable outcomes (see Concept 3.2c). In addition, even when there is high-certainty evidence, there is almost always some uncertainty about who will benefit, who will not, and who will be harmed (see Concept 1.1d). People vary in terms of how risk averse or risk taking they are in relation to the desirable and undesirable effects. Lower comfort with uncertainty has been found to be associated with overutilization of diagnostic tests, but there is sparse evidence of the effects of uncertainty or attitudes towards uncertainty on health professionals’ decisions about treatments [Saposnik 2016 (SR), Tubbo 2006 (SR)].

Similarly, a variety of research has addressed how people respond to and deal with uncertainty generally, but relatively little has focused specifically on uncertainty about the effects of treatments. How patients respond to health professional expressions of uncertainty varies [McGovern 2017 (SR)]. This may depend on how the uncertainty is communicated, but few studies have investigated this. Although there are recommendations on how to orally communicate uncertainty, most of these lack an evidence base [Medendorp 2021 (SR)].

Uncertainty of the effects of treatments is often inadequately reported in news reports, including uncertainty due to the play of chance (imprecision), the risk of bias, unexplained inconsistencies in effect estimates from different studies, and extrapolation (indirectness of the evidence) [Oxman 2022 (SR)]. A systematic review of the effects of uncertainty in public science communication found that most findings of negative effects (such as reduced credibility and beliefs) were from experiments that operationalised uncertainty as disagreement or conflict in science (“consensus uncertainty”) [Gustafson 2020 (SR)]. Consensus uncertainty was not found to have positive effects. In contrast, uncertainty in the form of quantified error ranges and probabilities (“technical uncertainty”) had positive effects, if any, and not negative effects.

Few studies have investigated the impacts of communicating the certainty or quality of the evidence. Two online experiments compared presenting the effect of face shields on reducing the risk of Covid-19 with and without a message that the certainty or quality of the evidence was low [Schneider 2021 (RS)]. Participants who were told that the certainty of the evidence was low rated the evidence less trustworthy and rated facemasks as subjectively less effective. When there is a public health emergency, it may be appropriate to persuade people to change their behaviour – for example, to wear facemasks – despite important uncertainties about the potential benefits and harms. However, when there are important uncertainties, they should be acknowledged. Not disclosing uncertainties distorts what is known, inhibits research to reduce important uncertainties, and can undermine public trust in health authorities [Oxman 2022].

Several cognitive biases can affect decisions by both health professionals and patients when there is uncertainty [Blumenthal-Barby 2015 (SR), Kahneman 2017, Saposnik 2016 (SR), Tversky 1974 (OR)]. However, most studies of cognitive biases in healthcare decision making are based on hypothetical scenarios [Blumenthal-Barby 2015 (SR)]. The extent to which these biases affect actual decisions is uncertain. Evaluations of interventions to counter cognitive biases suggest that these interventions may be helpful.
Interventions that have been evaluated include cognitive strategies, primarily aimed at improving people’s critical thinking skills, and communication strategies, such as providing graphical information in addition to statistical information. The cognitive biases that have most often been targeted in evaluations of these strategies in the context of health-related judgements are “optimism bias” (being overly optimistic) [Cholmers 2006], “framing effects” (choosing among options based on whether they are presented with positive or negative connotations, e.g., as a loss or as a gain) [Akl 2011a (SR)], and base-rate neglect (paying too much attention to numerators and insufficient attention to denominators) [Ludolph 2018 (SR)]. “Relative risk bias” (a stronger inclination to choose a treatment when presented a relative effect than when presented an absolute effect), which is similar to base-rate neglect, has also often been targeted [Akl 2011b (SR)].

More broadly, tolerance of uncertainty has been found to be associated with emotional well-being [Strout 2018 (SR)]. However, the certainty of this evidence is low. Intolerance of uncertainty, on the other hand, may cause anxiety [Rosser 2019 (SR)]. Studies have found a strong association between intolerance of uncertainty and both anxiety and worry in young people [Osmanağaoğlu 2018 (SR)].

Studies have investigated choices made after laboratory-induced stress versus a nonstress condition. A systematic review of those studies found that overall, stress conditions led to decisions that were more disadvantageous, more reward seeking, and more risk taking than nonstress conditions [Starcke 2016 (SR)]. A variety of strategies have been evaluated to help patients and their families manage uncertainty [Zhong 2020 (SR)]. On average, these strategies had small to moderate beneficial effects for both patients and their family members. However, the certainty of this evidence is low. Uncertainty is a ubiquitous concern in health professional education, with students experiencing different forms of uncertainty at many stages of their training. However, strategies that directly support learning around uncertainty are taught infrequently [Moffett 2021 (SR)].

Implications
Consider the certainty of the evidence when choosing treatments.
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3.2e Consider the need for further fair comparisons.

Explanation

There is always some uncertainty about the effects of treatments. If that uncertainty affects decisions that are important to people, the uncertainty should be reduced by further fair comparisons whenever possible. Individuals should consider participating in those fair comparisons when they are uncertain about which alternative to choose because of uncertainty about the effects of the alternatives. Participating in a fair comparison is a good hedging strategy when there is important uncertainty about effects. Moreover, people in fair comparisons sometimes fare better than people outside of fair comparisons. In addition, the results of fair comparisons can help to generate reliable information on which to base future decisions.

Willingness to contribute to the collective good and to help others is commonly thought to be the key motivating factor for participation in randomized trials. However, although willingness to help others might incline people towards participation, participation may be conditional, to some extent, on expectations of personal benefit. For example, a study interviewed people about their motivation to participate in a trial of surgery compared to medical management of gastroesophageal reflux (heartburn and regurgitation caused by stomach contents regurgitating into the oesophagus (tube connecting the mouth and stomach)) [McCann 2010 (RS)]. It found that people invited to participate viewed:

• recruitment appointments as an opportunity for learning and review,
• participation as potentially offering access or faster access to surgery, and
• participation as offering careful monitoring.

Participants reported that being inclined to help others predisposed them towards trial participation, but considerations of the implications of trial participation for them personally also influenced decisions about participation. For the people who agreed to be randomized, trial participation seemed to be a win-win situation – one in which they could both help others and benefit (or at least not be harmed) personally.

Basis for this concept

A systematic review of factors that affect decisions to participate in randomized trials found 29 studies of experiences of being invited to participate in a trial and of choosing whether to participate [Houghton 2020 (SR)]. People were less likely to participate if they were discouraged by other people, felt they had nothing to gain, perceived participation as burdensome, felt they had something to lose, or if there was ineffective trial communication. Conversely, they were more likely to participate if they were encouraged by other people, felt they had something to gain, felt they could help others, felt they had nothing to lose, and if there was effective trial communication. The possible benefits of taking part were key to the decision. Individuals were influenced by the chance of improvement to their health. In addition, many welcomed the opportunity to participate for altruistic reasons or to make a difference by contributing to science.

Some people consider trial participants to be “guinea pigs” [Sackett 2005]. Concerns that participants in trials are being “sacrificed” originated from, and are perpetuated by, the examination of single trials or very selective collections of them. Reports of abuse of trial participants are sufficiently publicised that they cause some to question whether randomized trials generally do more harm than good to their participants. However, individual cases and selective reviews are not the best ways to address questions about the benefits and harms of participating in randomized trials.

Several reviews have assessed whether it is beneficial or harmful to participate in randomized trials [Braunholtz 2001 (SR), Fernandes 2014 (SR), Gross 2006 (SR), Nijjar 2017 (SR), Peppercorn 2004 (SR), Stiller 1994 (SR)]. Some have compared patients who were treated within trials with those treated outside the trials, regardless of differences between the treatments or between the participants and non-participants. They suggest that participants in trials sometimes have better outcomes than patients outside of trials, and
do not have worse outcomes. But it is uncertain whether the results reflect the effects of participating in a randomized trial (trial effects), differences in the treatments in and outside of the trials (treatment effects), or differences between participants and non-participants. A systematic review of studies that compared outcomes in participants who participated in randomized trials with comparable non-participants who received the same or similar treatment found that, on average, participants in randomized trials had similar outcomes to comparable patients who received the same or similar treatments outside the trials [Vist 2008 (SR), Vist 2005]. A systematic review of studies that compared patients treated by health professionals or institutions that take part in research found that there may be greater adherence to guidelines and more use of evidence by health professionals and institutions that take part in trials [Clarke 2011 (SR)]. However, the consequences for patient health were uncertain.

A common reason for not participating in randomized trials is a strong preference for (or against) one of the treatments being compared [McCann 2010 (RS)]. In addition to personal considerations about the pros and cons of participating in a randomized trial, people should only participate in trials if:

- the trial protocol has been registered and made publicly available (see Concept 2.2b),
- the protocol refers to a systematic review showing that the trial is justified (see Concept 2.2a), and
- you receive written assurance that the full study results will be published and sent to all participants who indicate that they wish to receive them (see Concept 2.2b).

In addition, to increase the value of research and reduce waste, new randomized trials should address the needs of users of research (patients, health professionals, and policymakers) and be informed by systematic reviews of existing research [Chalmers 2014].

Implications
Consider advocating for and participating in fair comparisons of treatments when there are important uncertainties about the effects of the treatments.
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<table>
<thead>
<tr>
<th><strong>Glossary</strong>†</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Absolute effects</strong></td>
</tr>
<tr>
<td><strong>Accuracy</strong></td>
</tr>
<tr>
<td><strong>Allocation</strong></td>
</tr>
<tr>
<td><strong>Allocation bias</strong></td>
</tr>
<tr>
<td><strong>Association or correlation</strong></td>
</tr>
<tr>
<td><strong>Attrition bias</strong></td>
</tr>
<tr>
<td><strong>Average difference</strong></td>
</tr>
<tr>
<td><strong>Baseline risk</strong></td>
</tr>
<tr>
<td><strong>Bias</strong></td>
</tr>
<tr>
<td><strong>Blinding</strong></td>
</tr>
<tr>
<td><strong>Case-control study</strong></td>
</tr>
<tr>
<td><strong>Certainty of the evidence</strong></td>
</tr>
<tr>
<td><strong>Chance</strong></td>
</tr>
<tr>
<td><strong>Co-intervention</strong></td>
</tr>
</tbody>
</table>

† See **GET-IT Glossary** for additional plain language definitions and explanations of health research terms.
<p>| <strong>Cohort study</strong> | A cohort study is a type of non-randomized study in which defined groups of people (cohort) are followed up over time to explore the effects of treatments or other factors that may affect health outcomes. |
| <strong>Confidence interval</strong> | A confidence interval is a statistical measure of a range within which there is a high probability (usually 95%) that the true value lies. Wide intervals indicate lower confidence; narrow intervals greater confidence. |
| <strong>Confounders</strong> | In treatment comparisons, confounders are any factors other than the treatments being compared which may affect the health outcomes being measured. |
| <strong>Contamination</strong> | Contamination is the inadvertent application of a treatment allocated to people in one comparison group to people in a different comparison group in treatment comparisons. |
| <strong>Continuous outcomes</strong> | Continuous outcomes are outcomes (such as measures of pain, weight or depression) which are measured on scales with a potentially infinite number of possible values within a given range (e.g. between “no pain” and “worst pain you have ever experienced”). |
| <strong>Data</strong> | Information gathered in studies to help address research questions, such as assessing treatment effects. |
| <strong>Diagnostic test</strong> | A procedure used to detect the presence or absence of a health condition. |
| <strong>Dichotomous outcomes</strong> | Dichotomous outcomes are yes/no outcomes that people either experience or do not experience. |
| <strong>Effect estimate</strong> | An effect estimate is a statistical measure indicating the most likely size of a treatment effect. |
| <strong>Eligibility criteria</strong> | Characteristics used to decide whether people are eligible to participate in a study and should be invited to participate. |
| <strong>Evidence</strong> | Facts (actual or asserted) intended for use in support of a conclusion. |
| <strong>Explanatory study</strong> | An explanatory study (sometimes called an ‘efficacy’ study) is designed to assess the effects of a treatment given in ideal circumstances, in contrast to a ‘pragmatic study’. |
| <strong>Fair comparison</strong> | Fair comparisons of treatments are comparisons designed to minimize the risk of systematic errors (biases) and random errors (resulting from the play of chance). |
| <strong>Follow-up</strong> | In treatment comparisons, assessment of study participants after treatment, or the length of time that participants are observed after being allocated to a treatment comparison group. |
| <strong>Incidence</strong> | The number of new occurrences of something in a population over a particular period of time. |
| <strong>Indirect comparison</strong> | A direct comparison is a head-to-head comparison of treatments within a study. If there are no direct comparisons of the treatments of interest, indirect comparisons – comparisons of people in one study to people in another study. |
| <strong>Intention-to-treat analysis</strong> | Analyses based on the outcomes in all the study participants allocated to each of the treatment comparison groups. Intention-to-treat analyses are analyses that include data from all the participants assigned unbiasedly to the treatment comparison groups, whether or not they received the treatment to which they were assigned, even if they never started the treatment, or switched to a different one during the study. Intention-to-treat analyses prevent bias caused by disruption of the baseline equivalence established by random allocation. |
| <strong>Measurement bias</strong> | In treatment comparisons, measurement error refers to bias resulting from systematic differences in how outcomes are measured in treatment comparison groups in a study. (Also called detection bias and observer bias.) For outcome measures, measurement error refers to systematic or random error that is not attributable to true changes in the outcome. |
| <strong>Meta-analysis</strong> | Statistical combination of estimates derived from two or more similar studies, to give an overall effect estimate. |
| <strong>Model</strong> | A representation of the relationship between components of a system. Causal models represent causal relationships in a system, population, or individual. |
| <strong>Nocebo effect</strong> | An undesirable effect presumed to act psychologically through suggestion that is or could be caused by information or a treatment believed to be otherwise inactive. |
| <strong>Non-randomized study</strong> | A study that does not use random allocation to assign participants to treatment comparison groups. |
| <strong>Outcome</strong> | An outcome is a potential benefit or harm of a treatment assessed in a treatment comparison. An outcome measure is how the outcome is assessed in a study. |
| <strong>P-value</strong> | A p-value is the probability of observing a result, as extreme or more extreme than the actual result, simply by chance, if in reality there is no treatment difference. |
| <strong>Performance bias</strong> | Bias resulting from differences in the care provided to the participants in a study, other than the treatments being compared. |
| <strong>Placebo</strong> | A placebo is a treatment that does not contain active ingredients, which has been designed to be indistinguishable from the active treatment being compared with it. |
| <strong>Placebo effect</strong> | A measurable, observable, or felt improvement in health or behaviour not attributable to the treatment administered. |
| <strong>Pragmatic study</strong> | A pragmatic study (sometimes called an ‘effectiveness’ study) is designed to assess the effects of a treatment given in the circumstances of everyday practice. |
| <strong>Precision</strong> | The extent to which errors resulting from the play of chance affect the results of a study or an outcome assessment are likely to have occurred. |
| <strong>Probability</strong> | Probability is the chance or risk of something, such as an outcome, occurring. See Risk. |
| <strong>Propensity score</strong> | The probability of being assigned to a particular treatment given a set of observed baseline characteristics. |
| <strong>Protocol</strong> | A document providing detailed plans for a study. |
| <strong>Randomized trial</strong> | Randomized trials are treatment comparisons in which two or more treatments, possibly including a placebo or withholding a treatment, are compared after random allocation of participants to treatment comparison groups. Random allocation ensures that each participant has a known (usually an equal) chance of being assigned to any of the comparison groups. This results in treatment comparison groups that are similar in terms of prognostic variables, whether or not all of them are known. |
| <strong>Recall bias</strong> | Recall bias occurs when study participants are systematically more or less likely to recall and report information on exposure (to a treatment or some other factor) depending on their outcome condition, or to recall information regarding their outcome condition dependent on their exposure. |
| <strong>Regression to the mean</strong> | The tendency of unusually large or small measurements of something that fluctuates, such as pain, to return to a more usual or average level on repeated measurements. |
| <strong>Relative effects</strong> | Relative effects are ratios. For example, if the probability of an outcome in one treatment comparison group is 10% (10 per 100) and the probability of that outcome in another comparison group is 5% (5 per 100), the relative effect is 5/10 = 0.50. |
| <strong>Reliable</strong> | The reliability of a claim or evidence about a treatment effect is the extent to which it is dependable or can be trusted. In the context of research, reliability often has a different meaning, which is the degree to which results obtained by a measurement procedure can be repeated. |</p>
<table>
<thead>
<tr>
<th>Key Concepts</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reporting bias</td>
<td>Bias resulting from decisions by researchers, or others (e.g. drug companies or journal editors) not to report or publish the results of a study, or not to provide full information about a study. Publication bias sometimes refers specifically to not publishing a study, and reporting bias sometimes refers specifically to not providing full information, such as not reporting some of the outcomes that were measured in a study.</td>
</tr>
<tr>
<td>Risk</td>
<td>Risk is the probability of an outcome occurring. See Probability.</td>
</tr>
<tr>
<td>Scale</td>
<td>A scale is a means for measuring or rating an outcome with a potentially infinite number of possible values within a given range, such as weight, blood pressure, pain, or depression.</td>
</tr>
<tr>
<td>Statistical significance</td>
<td>Statistical significance is a difference that is unlikely (below a specified level of confidence – typically 5%) to be explained by the play of chance.</td>
</tr>
<tr>
<td>Strength of recommendation</td>
<td>The strength of a recommendation is the extent to which people who made the recommendation are confident that the desirable consequences of adhering to the recommendation outweigh the undesirable consequences.</td>
</tr>
<tr>
<td>Research study</td>
<td>A research study is an investigation that uses specified methods to evaluate something. Different types of studies can be used to evaluate the effects of treatments, as well as to address other types of questions. Some studies are more reliable than others.</td>
</tr>
<tr>
<td>Subgroup</td>
<td>A subgroup is a subdivision of a group of people, a distinct group within a group. For example, in studies or systematic reviews of treatment effects, questions are often asked about whether there are different effects for different subgroups of people in the studies, such as women and men, or people of different ages.</td>
</tr>
<tr>
<td>Surrogate outcomes</td>
<td>Surrogate outcomes are outcome measures that are not of direct practical importance but are believed to reflect outcomes that are important. For example, blood pressure is not directly important to patients, but it is often used as an outcome in studies because it is a risk factor for stroke and heart attacks.</td>
</tr>
<tr>
<td>Systematic review</td>
<td>A systematic review is a summary of research evidence (studies) that uses systematic and explicit methods to summarise the research. It addresses a clearly formulated question using a structured approach to identify, select, and critically appraise relevant studies, and to collect and analyse data from the studies that are included in the review.</td>
</tr>
<tr>
<td>Theory</td>
<td>A theory is a supposition, or a system of ideas intended to explain something.</td>
</tr>
<tr>
<td>Treatment</td>
<td>A treatment is any intervention (action) intended to improve health, including preventive, therapeutic and rehabilitative interventions, and public health or health system interventions.</td>
</tr>
<tr>
<td>Treatment comparison</td>
<td>Treatment comparisons are studies comparing the effects of treatments.</td>
</tr>
<tr>
<td>Treatment comparison group</td>
<td>A treatment comparison group is a group of participants in a study allocated to receive one or more different treatments, usual care, or placebo. Treatment comparison groups are sometimes categorised as treatment groups (intervention groups or experimental groups) and control groups. However, control groups always receive some type of treatment, for example, usual care, a placebo, or active monitoring.</td>
</tr>
<tr>
<td>Treatment effects</td>
<td>Treatment effects are changes (increases or decreases) or differences in health outcomes as a result of treatments.</td>
</tr>
<tr>
<td>Validity</td>
<td>In treatment comparisons, validity, sometimes specified as internal validity, refers to the extent to which the design and conduct of a study eliminates or reduces bias in the effect estimate. For outcome measures, validity refers to the degree to which an outcome measure measures the construct it purports to measure.</td>
</tr>
</tbody>
</table>